Accounting for a Shift in Term Structure Behavior with No-Arbitrage and Macro-Finance Models

This paper examines a shift in the dynamics of the term structure of interest rates in the United States during the mid-1980s. We document this shift using standard interest rate regressions and using dynamic, affine, no-arbitrage models estimated for the pre- and post-shift subsamples. The term structure shift largely appears to be the result of changes in the pricing of risk associated with a “level” factor. Using a macro-finance model, we suggest a link between this shift in term structure behavior and changes in the dynamics and risk pricing of the Federal Reserve’s inflation target as perceived by investors.
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DURING THE PAST few decades, the U.S. economy has undergone an important transformation that has likely altered the nature of uncertainty and risk in the economy as well as investors’ attitudes and pricing of that risk. A key aspect of this transformation is the precipitous decline in overall macroeconomic volatility: since the middle of the 1980s, the volatility of real GDP growth has been about 35% lower than earlier in the postwar period (as noted by Kim and Nelson 1999, McConnell and Perez-Quiros 2000). Several factors may underlie this “Great Moderation” in economic fluctuations.¹ For example, better economic policy in the later sample may have helped stabilize the economy; indeed, many have argued that

¹. For references to the quickly growing literature on this topic, see Blanchard and Simon (2001) and Stock and Watson (2003).
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the conduct of U.S. monetary policy improved dramatically during the mid-1980s, helping to usher in the current period of diminished output volatility as well as remarkably low and stable inflation. Alternatively, the recent quiescence in real activity and inflation may largely reflect good luck—that is, a temporary run of smaller economic shocks. Other potentially important factors include non-policy changes in the dynamics of the economy arising from, for example, improved inventory management or a greater share in aggregate output accounted for by the relatively stable service sector. Finally, the development of deeper and more integrated financial markets and the introduction of new financial instruments may also have played a role both in damping the magnitude of economic fluctuations and in mitigating their effects on investors. Given such dramatic shifts in the economic environment, a change in the behavior of the term structure of interest rates, and especially in the size and dynamics of risk premiums, would hardly be surprising.

This paper examines how the dynamics of the term structure and of interest rate risk may have changed over time. We use affine, no-arbitrage, asset pricing models of the type popular in the finance literature to investigate the recent shift in the behavior of the term structure; however, our investigation is also informed by the above literature on the recent transformation of the U.S. economy and by consideration of the macroeconomic underpinnings of the term structure factors in finance models. The payoff from this joint analysis is bidirectional as well. The macro-finance perspective helps illuminate the nature of the shift in the behavior of the term structure, highlighting in particular the importance of a shift in investors’ views regarding the risk associated with the inflation goals of the monetary authority. In addition, the shift in term structure behavior, as viewed using a no-arbitrage finance model, sheds light on the nature of recent macroeconomic changes. Specifically, if one assumes that the factors underlying recent changes in the macroeconomy have also left their imprint on the yield curve, the finance models suggest that more than just good luck was responsible for the recent macroeconomic transformation. Instead, a favorable change in economic dynamics, likely linked to a shift in the monetary policy environment, appears to have been an important element of the Great Moderation.

We begin our analysis in Section 1 with a simple empirical characterization of the recent shift in the term structure of U.S. interest rates. For this purpose, we use regressions of the change in a long-term interest rate on the lagged spread between long and short rates. Following Campbell and Shiller (1991), such regressions have been widely used to test the expectations hypothesis of the term structure, which assumes that the risk or term premiums embedded in long rates are constant. We find—as have many others—that these tests often reject the expectations hypothesis; however, of more interest for our purposes is the apparent significant shift in the estimated coefficients from these regressions. Indeed, since the mid-1980s, there is

2. The connection between the macroeconomic and finance views of the term structure has been a very fertile area for recent research, including, for example, Piazzesi (2005), Diebold, Rudebusch, and Aruoba (2004), Hörndahl, Tristani, and Vestin (2004), Rudebusch and Wu (2004), Wu (2006), Dewachter and Lyrio (2006), Duffee (2006), and Kozicki and Tinsley (2001, 2005).
much less evidence against the expectations hypothesis than before, which suggests a shift in risk pricing and in the properties of risk premiums.

We use the results from these term structure regressions as broad summary statistics that characterize the changing empirical behavior of the term structure. Accordingly, the regression evidence is a useful first step to a more formal modeling perspective on the change in the term structure, which is provided in Section 2 using an estimated dynamic, affine, no-arbitrage model of bond pricing. The no-arbitrage model provides an obvious setting in which to examine changes in interest rate behavior and time-varying term premiums. Indeed, as demonstrated by Backus et al. (2001), Duffee (2002), and Dai and Singleton (2002), affine, no-arbitrage models with a rich specification of the dynamics of risk premiums are broadly consistent with the usual full-sample term structure regression results of the type obtained in Section 1. We conduct a similar consistency check between models and regression results, though from a somewhat different perspective. Namely, given our evidence of a significant shift in the term structure regression results, we estimate affine, no-arbitrage models for each of the two subsamples that are associated with the different regression results. We find a statistically significant difference between the two estimated bond pricing models. In addition, the subsample models are able to account for much of the disparity between the subsample term structure regression results, thus supporting the empirical characterization of structural change in Section 1.

Beyond merely documenting the recent change in term structure behavior through regression analysis and model estimates, we also begin the more difficult task of understanding and accounting for such time variation. In Sections 3 and 4, we illuminate the economic changes that may account for the shift in term structure behavior. We first use the estimated subsample no-arbitrage models to parse out whether a change in underlying factor dynamics or a change in risk pricing is more important in accounting for the shift in term structure behavior. In this regard, we find that changes in pricing the risk associated with a “level” factor are crucial for accounting for the shift in term structure behavior. We then provide an interpretation of this shift in terms of possible recent macroeconomic changes using the macro-finance model of Rudebusch and Wu (2004). Our results suggest a link between the recent shift in term structure behavior and changes in the risk and dynamics of the central bank’s inflation target as perceived by investors.

At this point, it is perhaps useful to provide some links to recent related research. There has been little analysis of the potential effects on asset pricing induced by the important structural shifts in the economy documented in the macroeconomics literature. Indeed, the finance literature often treats the entire postwar period as a long homogenous sample. An exception to this practice is the literature on regime-switching models of interest rates, including, for example, Hamilton (1988), Ang and Bekaert (2002), Bansal and Zhou (2002), and Dai, Singleton, and Yang (2003). These papers attempt to capture the postwar dynamics of interest rates with models that contain a succession of alternating regimes that are often linked informally to business cycles or interest rate policies. In contrast, we are interested in a single break in the behavior of the term structure, with our attention focused on the macroeconomic
evidence that suggests that the shift occurred during the middle to late 1980s. Also, following the macroeconomic evidence, we have no expectation that this change will be reversed (and we incorporate no pricing of further regime change risk). Of course, regime switching at a cyclical frequency could coexist with a single large shift in risk pricing as well, but our interest here is in the latter. Accordingly, our analysis is related to other work, including Watson (1999), who examined a shift in the unconditional volatility of interest rates, and Lange, Sack, and Whitesell (2003) and Swanson (2006), who considered a change in the forecastability of short-term interest rates. However, in contrast to these analyses, we examine a shift in behavior of risk pricing using both simple regression indicators as well as formal dynamic bond pricing models. Finally, many others, notably Fuhrer (1996) and Kozicki and Tinsley (2005), have also linked the term structure regression estimates to the behavior of the perceived inflation target using related methodologies.

1. REGRESSION EVIDENCE OF A TERM STRUCTURE SHIFT

In this section, to help guide our subsequent model-based analysis, we provide a simple empirical characterization of the recent shift in the behavior of the term structure. This characterization, which also provides a metric to assess the extent of any such shift, is based on a regression test of the expectations hypothesis that was popularized by Campbell and Shiller (1991).

To derive this regression test, consider the following decomposition of the yield of a pure discount bond into average expected future yields and a term premium $E_t \theta_{m,t}$,

$$i_{m,t} = \frac{1}{m} \sum_{j=0}^{m-1} E_t (i_{t+j}) + E_t \theta_{m,t},$$

(1)

where $i_{m,t}$ is the continuously compounded yield to maturity at time $t$ of an $m$-month nominal zero-coupon bond with the notational simplification for the 1-month rate of $i_t = i_{1,t}$. In a modern setting, the term premium is a function of second- and higher-order conditional moments of the stochastic discount factor (or pricing kernel). If these moments do not vary over time, then term premiums will be constant, the expectations hypothesis will hold, and changes in long-term rates will result only from changes in expected future short-term rates. In this special case, we can obtain from equation (1) the pricing equation

$$m i_{m,t} - (m - 1) i_{m-1,t+1} = i_t + \text{const.} + \sum_{j=1}^{m-1} (E_t (i_{t+j}) - E_{t+1} (i_{t+j})).$$

(2)

where the left-hand side is the 1-month holding period return of a bond of maturity $m$ and the right-hand side is the 1-month short rate plus a constant premium.
plus an expectational term. This expectational term represents the capital gains or losses resulting from revisions to the expected future short rates made between periods \( t \) and \( t + 1 \). With rational expectations, these revisions are unpredictable at time \( t \), so that they can be interpreted as a white noise error term. Equation (2) then leads naturally to the “long-rate regression” form of Campbell and Shiller (1991):

\[
i_{m-1,t+1} - i_{m,t} = \alpha_m + \beta_m (i_{m,t} - i_t)/(m - 1) + \epsilon_{m,t},
\]

where \( \alpha_m \) and \( \beta_m \) are maturity-specific regression intercept and slope coefficients, and \( \epsilon_{m,t} \) is the white noise expectational term (scaled by \( 1 - m \)). Under the expectations hypothesis, the estimated slope coefficient \( \beta_m \) will equal unity; that is, the term spread will be an optimal forecast of future change in the long rate (adjusted for a constant risk premium), so that when the spread between long and short rates widens (narrows), the long rate should rise (fall) in the following period.

Deviations from the expectations hypothesis will push the slope coefficient away from one. In particular, as noted early on by Mankiw and Miron (1986), a time-varying term premium can drive the estimated \( \beta_m \) to zero or even to negative values as the resulting term spread reflects variation in expected risk premiums rather than in future rates. In our analysis below, we construct models in which the time variation in the term premium (or equivalently the conditional heteroskedasticity of the discount factor) is sufficient to generate the regression coefficients found in the data, which are often significantly less than one. However, we are not primarily interested in the slope coefficients as indicators of the expectations hypothesis; instead, we use them as simple summary statistics of term structure behavior, and we interpret shifts in these coefficients as indications that the term structure behavior has changed. Of course, the fact that so many researchers have focused so much effort on estimating these slope coefficients makes them of particular interest, but other simple metrics of term structure change could also be considered (as in Watson 1999, Lange, Sack, and Whitesell 2003).

Table 1 collects estimates of the slope coefficient \( \beta_m \) in equation (2) over various samples for eight different long-rate maturities—each column uses a different maturity \( m \). In each case, the underlying interest rate data are from end-of-month, zero-coupon U.S. Treasury securities. The original full-sample (1952–1987) estimates from Campbell and Shiller (1991) are shown at the top along with coefficient standard errors in parentheses. Estimates and standard errors from a more recent sample (1970–1995) from Dai and Singleton (2002) are shown directly below. These two sets of estimates are similar and representative of the literature. In particular, both sets of estimates are uniformly negative and decrease steadily as the maturity of the long

---

3. The holding period return is the profit or loss from buying an \( m \)-period bond at time \( t \) and selling the same (aged) \((m - 1)\)-period bond at time \( t + 1 \). If \( b_{m,t} \) is the price of this \( m \)-period nominal bond, then the return is \( b_{m-1,t+1}/b_{m,t} \), the log of which is the left-hand side of the equation.

4. A theoretical derivation of this relationship is available in an appendix from the authors.
rate increases—falling from about −0.3 for $m = 3$ to less than −4.0 at a long-rate maturity of 10 years.

The long-rate regression slope estimates from our full data sample, which runs from 1970 to 2002, are shown in the middle rows of Table 1. Despite differences in the sample ranges, our full-sample estimates match the earlier results of Campbell and Shiller (1991) and Dai and Singleton (2002) quite closely. In particular, our full-sample estimates of the slope coefficients are uniformly negative and decline with maturity to almost −4.0 at the long end. The numbers in brackets below the standard errors are $p$-values of the expectations null hypothesis that the coefficient $\beta_m$ equals unity are given in brackets. The final row gives Chow-type $p$-values testing the breakdate of 1988.01.

5. These estimates may also differ because of variations in the methods used to create the zero-coupon yields data—particularly in interpolating missing maturities and smoothing out idiosyncratic observations (e.g., Bliss 1997). Our data are unsmoothed Fama–Bliss yields data, kindly supplied by Robert Bliss, but we obtained qualitatively similar breakpoint results with smoothed Fama–Bliss data (the type of data used in Dai and Singleton 2002). A final difference is in approximating $i_{m-12+1}$ by $i_{m+12+1}$. We have the entire maturity set of yields, so we do not employ this approximation, but the other estimates in Table 1 do apply it.

### TABLE 1

**Slope Coefficients for Long-Rate Regressions**

<table>
<thead>
<tr>
<th>Maturity (months)</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.362)</td>
<td>(0.537)</td>
<td>(0.598)</td>
<td>(0.683)</td>
<td>(1.151)</td>
<td>(1.444)</td>
<td>(1.634)</td>
<td>(1.749)</td>
<td>(2.316)</td>
<td></td>
</tr>
<tr>
<td>(0.481)</td>
<td>(0.640)</td>
<td>(0.738)</td>
<td>(0.825)</td>
<td>(1.120)</td>
<td>(1.295)</td>
<td>(1.418)</td>
<td>(1.519)</td>
<td>(1.985)</td>
<td></td>
</tr>
<tr>
<td>Full sample: 1970:01 to 2002:12</td>
<td>−0.334</td>
<td>−0.636</td>
<td>−0.957</td>
<td>−1.249</td>
<td>−1.116</td>
<td>−1.615</td>
<td>−2.420</td>
<td>−2.042</td>
<td>−3.984</td>
</tr>
<tr>
<td>(0.370)</td>
<td>(0.470)</td>
<td>(0.560)</td>
<td>(0.650)</td>
<td>(1.007)</td>
<td>(1.279)</td>
<td>(1.424)</td>
<td>(1.541)</td>
<td>(1.920)</td>
<td></td>
</tr>
<tr>
<td>(0.540)</td>
<td>(0.713)</td>
<td>(0.845)</td>
<td>(0.906)</td>
<td>(1.359)</td>
<td>(1.665)</td>
<td>(1.886)</td>
<td>(2.059)</td>
<td>(2.802)</td>
<td></td>
</tr>
<tr>
<td>Subsample B: 1988:01 to 2002:12</td>
<td>0.289</td>
<td>0.812</td>
<td>1.227</td>
<td>0.962</td>
<td>0.788</td>
<td>0.358</td>
<td>−0.116</td>
<td>0.161</td>
<td>−1.123</td>
</tr>
<tr>
<td>(0.139)</td>
<td>(0.280)</td>
<td>(0.447)</td>
<td>(0.592)</td>
<td>(0.936)</td>
<td>(1.180)</td>
<td>(1.326)</td>
<td>(1.453)</td>
<td>(1.854)</td>
<td></td>
</tr>
<tr>
<td>Break Test: $p$-value for hypothesis of no change in slope coefficient</td>
<td>0.147</td>
<td>0.005</td>
<td>0.001</td>
<td>0.001</td>
<td>0.111</td>
<td>0.197</td>
<td>0.173</td>
<td>0.227</td>
<td>0.214</td>
</tr>
</tbody>
</table>

Note: Except for the final row, the top number in each cell is the estimated slope coefficient from equation (3). Asymptotic standard errors are shown in parentheses, and $p$-values of the expectations hypothesis that the coefficient $\beta_m$ equals unity are given in brackets. The final row gives Chow-type $p$-values testing the breakdate of 1988.01.
errors and \( p \)-values are based on the usual asymptotic distributions (with a standard correction for heteroskedasticity). Questions have been raised in the literature about the appropriateness of such asymptotic distributions for inference in small samples; however, in an appendix available from the authors, we report Monte Carlo simulations (using data generated from the estimated models below) that indicate that in this application the small-sample biases do not lead us astray.

We are primarily interested in regression results from shorter samples, and our strong prior—based on the shifts in the economy described in the introduction—is that the most likely potential breakdate for term structure behavior would occur around the middle or late 1980s. In particular, econometric evidence (e.g., Kim and Nelson 1999, McConnell and Perez-Quiros 2000) suggests that a likely date for the start of reduced volatility in economic activity is 1984. In addition, there appears to have been an important shift in the conduct of monetary policy during the 1980s, perhaps triggered or reinforced by the appointment of Fed Chairman Alan Greenspan in late 1987. Of course, for pricing risk in real time, investors may have needed some time to learn about and assess the importance of these changes, which makes the choice of a breakdate somewhat indeterminate. We will examine a variety of potential breakdates below; however, for an initial look at the data with an a priori choice of a breakdate, the lower half of Table 1 provides estimates when the sample is split into an earlier “subsample A” that runs from 1970 through 1987 and a later “subsample B” that goes from 1988 to 2002. (This is the split suggested by the change in Fed chairmen and conveniently supplies two subsamples of nearly equal size.)

The long-rate regression results in the lower half of Table 1 show an interesting difference across the two subsamples. The slope estimates from the nine long-rate regressions are all negative in subsample A, as in the full sample, while they are predominantly positive in the later subsample B. Furthermore, the expectations hypothesis is rejected in every subsample A regression, while it is rejected in only one subsample B regression (at the 3-month horizon). Note that this lack of rejection does not reflect inflated standard errors from a short sample. In fact, for each maturity, the standard errors from the subsample B regressions are smaller than the full-sample ones.

Evidence from a formal break test is given in the bottom line in Table 1, which shows the \( p \)-value at each maturity for a Chow-type \( F \)-test that the slope coefficient has not shifted between subsamples A and B.\(^6\) Taken one maturity at a time, the evidence of a shift in the slope coefficient is decidedly mixed. For the three regressions using 6-, 9-, and 12-month long rates, the evidence suggests a clear break, while at other maturities, the \( p \)-values are typically in the 15–20% range. The Table 1 coefficients and standard errors from the A and B subsamples are also displayed in Figure 1. It is clear that the \( \pm 2 \) standard error bands overlap considerably except at fairly short horizons, which is consistent with the predominance of insignificant individual breakdate \( p \)-values.

\(^6\) The specific test used adds two variables to the long-rate regression: a dummy variable that is nonzero only during subsample B and a spread times that dummy. The break test is an \( F \)-test of the significance of the latter.
Still, the fact that all of the slope coefficients, taken as a group, have shifted in the same direction in the later subsample is highly suggestive of a structural break in the behavior of the term structure. Rigorous statistical evidence on this point requires the formulation of a joint test. The next section will develop closely related evidence in the context of an empirical no-arbitrage model of the entire term structure. However, in the spirit of the regression analysis of this section, we also examine evidence on the joint significance of simultaneous changes in several of the slope coefficients by stacking several long-rate regressions for different maturities into one system regression. Although none of these long-rate regressions share a common regressor or regressand, it is highly likely that their error terms are correlated, so the seemingly unrelated regression (SUR) technique will generate more precise estimates. We stack the individual long-rate regressions for the 3-, 24-, and 60-month maturities, which are three representative maturities for which the stability

7. As the term structure literature has stressed (e.g., Litterman and Scheinkman 1991, Duffie and Kan 1996), almost all movements in the yield curve can be captured by a few factors; thus, the errors in individual long-rate regressions are likely correlated across the regressions. On the other hand, the term spreads used in the regressions at different maturities are also likely correlated for the same reason. The efficiency gains from running SUR will depend on which correlation dominates, and an appendix available from the authors provides some evidence on this issue.
null hypotheses of unchanged slope coefficients were not rejected in the individual regressions. The system regression for these three maturities is

\[
\begin{bmatrix}
   i_{2,t+1} - i_{3,t} \\
   i_{23,t+1} - i_{24,t} \\
   i_{59,t+1} - i_{60,t}
\end{bmatrix}
= \begin{bmatrix}
   \alpha_3 \\
   \alpha_{24} \\
   \alpha_{60}
\end{bmatrix}
+ \begin{bmatrix}
   \beta_3 & 0 & 0 \\
   0 & \beta_{24} & 0 \\
   0 & 0 & \beta_{60}
\end{bmatrix}
\begin{bmatrix}
   (i_{3,t} - i_t)/2 \\
   (i_{24,t} - i_t)/23 \\
   (i_{60,t} - i_t)/59
\end{bmatrix}
+ \begin{bmatrix}
   \varepsilon_{3,t} \\
   \varepsilon_{24,t} \\
   \varepsilon_{60,t}
\end{bmatrix}
\]  

The estimation results for this SUR regression are shown in Table 2 for the full sample and for subsamples A and B. The slope coefficient estimates in subsamples A and B continue to show the same stark quantitative differences apparent in the individual regressions in Table 1, however, the coefficient standard errors are, on average, about half as large in magnitude. This greater precision sharpens inference, and for these three maturities (which again were chosen for their individual non-rejection of stability null), the p-value of 0.007 clearly rejects the joint null hypothesis of no change in the three slope coefficients between the A and B subsamples. These system break test results are representative of other combinations of three or more yields.\(^8\)

Finally, while we have considered a specific breakdate based on a prior view of the timing of changes in the behavior of aggregate output, inflation, and monetary policy, it is also useful to consider testing more generally the null of parameter stability without such a prior. To do this, we consider all possible breakdates in the middle 70% of the full sample for the system regression, and calculate a Chow-type test

\[\text{8. The expectations hypothesis, namely, that all three slope coefficients equal unity, is also rejected in each system regression in Table 2. For subsample B, this rejection reflects the low value of } \beta_3.\]
statistic at each of these breakdates. Figure 2 shows this set of test statistics as well as two 10% critical values. The less stringent one—the lower dashed line—is the usual \( \chi^2 \) critical value (6.25) for the hypothesis that a specific (a priori) known breakdate is significant. The more stringent one—the upper dashed line (12.27)—is based on a test that does not assume any prior knowledge about potential breakdates. It tests the significance of the maximum value of all Chow-type test statistics calculated at all possible breakdates in the middle 70% of the sample, as given in Andrews (1993).9

Applied to all possible breakdates for the system regression, the break test statistic does exceed the Andrews critical value during the late 1980s. This evidence supports our earlier selection of a breakdate, though, not surprisingly, the test is not sensitive enough to single out just one date.

In summary, we take the regression results as indicative of a break in term structure behavior in the 1980s. Determining the nature of that break in terms of changes in the dynamics of the short rate or the pricing of interest rate risk is the subject of the remainder of our analysis.

9. For our application, in which the yield spread and change variables are not highly persistent, it appears from various small-sample simulation studies that this asymptotic distribution is appropriate (see Diebold and Chen 1996, O’Reilly and Whelan 2004).
2. ESTIMATING SUBSAMPLE NO-ARBITRAGE MODELS

In the preceding section, we provided regression evidence of a significant shift in the
behavior of the term structure during the 1980s. In this section, we estimate dynamic
term structure models that can capture that shift in behavior. The framework we use
is a standard representation from the empirical bond pricing literature that assumes
no opportunities for financial arbitrage across bonds of different maturities.\textsuperscript{10}

We focus on a two-factor, Gaussian, affine, no-arbitrage term structure model,
or an \( A_{0}(2) \) model as defined in Dai and Singleton (2000). The model features a
constant volatility of term structure factors but the risk pricing is state-dependent,
which implies conditionally heteroskedastic risk premiums. Dai and Singleton (2002)
compare the performance of different dynamic term structure models and find that this
type of specification performs best in matching the full-sample long-rate regression
coefficients.\textsuperscript{11}

The model is formulated in discrete time. The state vector relevant for pricing bonds
is assumed to be summarized by two latent term structure factors, \( L_{t} \) and \( S_{t} \). These
are stacked in the vector \( F_{t} = (L_{t}, S_{t})' \), which follows a Gaussian VAR(1) process:

\[
F_{t} = \rho F_{t-1} + \Sigma \epsilon_{t},
\]

where \( \epsilon_{t} \) is i.i.d. \( N(0, I_{2}) \), \( \Sigma \) is diagonal, and \( \rho \) is a \( 2 \times 2 \) lower triangular matrix.
The short (1-month) rate is defined to be a linear function of the latent factors,

\[
i_{t} = \delta_{0} + L_{t} + S_{t} = \delta_{0} + \delta_{1}' F_{t}.
\]

Without loss of generality, this implicit definition of \( \delta_{1} \) implies unitary loadings on
the two factors by the short rate because of the normalization of the unobservable
factors. Finally, following Constantinides (1992), Dai and Singleton (2000, 2002),
Duffee (2002), and others, the prices of risk associated with the conditional volatility
in the \( L_{t} \) factor, denoted \( \Lambda_{L,t} \), and in the \( S_{t} \) factor, denoted \( \Lambda_{S,t} \), are defined to be
linear functions of the factors

\[
\Lambda_{t} = \begin{bmatrix}
\Lambda_{L,t} \\
\Lambda_{S,t}
\end{bmatrix} = \lambda_{0} + \lambda_{1}' F_{t}.
\]

Note that if all of the elements of \( \lambda_{1} \) are zero, then the price of risk and the risk
premium are constant, and, in this special case, the expectations hypothesis holds.

Under the no-arbitrage assumption, the logarithm of the price of a \( j \)-period nominal
bond is a linear function of the factors

\[
\ln(b_{j,t}) = \tilde{A}_{j} + \tilde{B}_{j}' F_{t},
\]

\textsuperscript{10} See Dai and Singleton (2002) and Rudebusch and Wu (2004) for references and discussion.
\textsuperscript{11} Dai and Singleton (2002) use a three-factor model, but following Rudebusch and Wu (2004), we
obtain an adequate fit, especially in subsample B, with two factors.
where the coefficients $\tilde{A}_j$ and $\tilde{B}_j$ are recursively defined by
\[
\tilde{A}_1 = -\delta_0; \quad \tilde{B}_1 = -\delta_1 \\
\tilde{A}_{j+1} - \tilde{A}_j = \tilde{B}_j(-\Sigma \lambda_0) + \frac{1}{2} \tilde{B}_j \Sigma \Sigma' \tilde{B}_j + \tilde{A}_1 \\
\tilde{B}_{j+1} = \tilde{B}_j(\rho - \Sigma \lambda_1) + \tilde{B}_1; \quad j = 1, 2, \ldots, J.
\] (9)

Given this bond-pricing formula, the continuously compounded yield to maturity $i_{j,t}$ of a $j$-period nominal zero-coupon bond is given by the linear function
\[
i_{j,t} = -\ln(b_{j,t})/j = A_j + B'_j F_t,
\] (10)
where $A_j = -\tilde{A}_j/j$ and $B_j = -\tilde{B}_j/j$.

The above model is estimated by maximum likelihood using end-of-month data on U.S. Treasury zero-coupon bond yields of maturities 1, 3, 12, 36, and 60 months (the yields are expressed at an annual rate in percentage). In estimating the model, the mean of the short rate $\delta_0$ is set to the unconditional mean of the short rate in each subsample period (and $\lambda_0^L$ is normalized to zero). Therefore, the estimated model parameters for factor dynamics, risk pricing, and factor shocks are
\[
\rho = \begin{bmatrix} \rho_{LL} & 0 \\ \rho_{SL} & \rho_S \end{bmatrix}, \quad \lambda^0 = \begin{bmatrix} 0 \\ \lambda^0_S \end{bmatrix}, \quad \lambda^1 = \begin{bmatrix} \lambda^1_{LL} \\ \lambda^1_{SL} \\ \lambda^1_{SS} \end{bmatrix}, \quad \text{and} \quad \Sigma = \begin{bmatrix} \sigma_L & 0 \\ 0 & \sigma_S \end{bmatrix}.
\]

In addition, following standard practice in the literature, the 1-month and 60-month bond yields are assumed to be measured without error, while bond yields of the other three maturities are measured with i.i.d. shocks with mean zero. The standard errors of these measurement errors are denoted $\sigma_1, \sigma_{12}, \sigma_{36}$. Finally, out of concern that the model may be over-parameterized, we impose certain zero restrictions on $\lambda_0$ and $\lambda_1$ on the entries with insignificant estimates in a preliminary round of model estimation. This procedure is common in the finance literature (e.g., Dai and Singleton 2002, Ang and Piazzesi 2003) and introduces little change to the value of the likelihood function.\footnote{In ongoing research, we are examining the robustness of our results in other specifications.}

We estimate the model separately on the full sample of data (1970–2002) and on subsamples A (1970–1987) and B (1988–2002) as suggested by the results in Section 1. The maximum likelihood estimates of the model in different sample periods, along with their estimated standard errors and the value of the log-likelihood function, are displayed in Table 3. The most important result in Table 3 is that the hypothesis of a single unchanged data-generating process during the full sample is rejected at any significance level—the likelihood ratio test statistic (i.e., twice the full-sample log-likelihood minus twice the sum of the subsample log-likelihoods), which follows a $\chi^2 (12)$ under the null no-change hypothesis, is 481.88. This evidence provides
### TABLE 3
PARAMETER ESTIMATES OF THE NO-ARBITRAGE MODEL.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Full Sample</th>
<th>Subsample A</th>
<th>Subsample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_0$</td>
<td>6.2030</td>
<td>7.3502</td>
<td>4.8263</td>
</tr>
<tr>
<td>$\rho_{LL}$</td>
<td>0.9930</td>
<td>(0.0039)</td>
<td>0.9899</td>
</tr>
<tr>
<td>$\rho_{SS}$</td>
<td>0.9594</td>
<td>(0.0011)</td>
<td>0.9444</td>
</tr>
<tr>
<td>$\rho_{SL}$</td>
<td>-0.0137</td>
<td>(0.0070)</td>
<td>0.0116</td>
</tr>
<tr>
<td>Factor autoregressive parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{LL}^S$</td>
<td>-0.0004</td>
<td>(0.0002)</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda_{SS}^L$</td>
<td>-0.0174</td>
<td>(0.0041)</td>
<td>-0.0146</td>
</tr>
<tr>
<td>$\lambda_{SL}^L$</td>
<td>-0.0163</td>
<td>(0.0089)</td>
<td>0.0175</td>
</tr>
<tr>
<td>$\lambda_{LS}^S$</td>
<td>0</td>
<td>0.0342</td>
<td>(0.0341)</td>
</tr>
<tr>
<td>Risk pricing parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{LS}^S$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_L$</td>
<td>0.2420</td>
<td>(0.0190)</td>
<td>0.3984</td>
</tr>
<tr>
<td>$\sigma_S$</td>
<td>0.5100</td>
<td>(0.0100)</td>
<td>0.6022</td>
</tr>
<tr>
<td>Factor shock volatility parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.2440</td>
<td>(0.0030)</td>
<td>0.3000</td>
</tr>
<tr>
<td>$\sigma_{12}$</td>
<td>0.4080</td>
<td>(0.0097)</td>
<td>0.4386</td>
</tr>
<tr>
<td>$\sigma_{36}$</td>
<td>0.2380</td>
<td>(0.0103)</td>
<td>0.2700</td>
</tr>
<tr>
<td>Measurement error standard deviations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{LL}$</td>
<td>-0.0003</td>
<td>(0.0004)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{SS}$</td>
<td>-0.0090</td>
<td>(0.0058)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{SL}$</td>
<td>-0.0085</td>
<td>(0.0035)</td>
<td></td>
</tr>
<tr>
<td>$\sigma_{LS}$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_{LS}$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\log L$</td>
<td>9587.86</td>
<td>5207.18</td>
<td>4621.62</td>
</tr>
</tbody>
</table>

N.B.: These are ML estimates from three data sample periods of the no-arbitrage model with asymptotic standard errors in parentheses. The final row gives the value of the maximized log-likelihood function ($\log L$).

Another strong rejection of the joint stability hypothesis, consistent with the SUR test results of Table 2, and it helps validate the splitting of the sample.

The two subsample models exhibit interesting similarities and differences in parameter estimates. As is typically found, both the subsample A and subsample B models have a very persistent $L_t$ factor ($\rho_{LL} \approx 0.99$) and a less persistent $S_t$ factor ($\rho_{SS} \approx 0.95$). These two factors are often given the labels “level” and “slope,” respectively, since a positive shock to $L_t$ pushes up yields at all maturities while a positive shock to $S_t$ predominantly pushes up yields at short maturities. Indeed, the factor loadings of both of our subsample estimated models are consistent with such a designation. Although both level and slope are a bit more persistent during the later subsample, a more striking difference is found in the factor shock volatilities in the two subsample periods. In particular, the volatilities of both factor shocks are significantly larger in the earlier subsample than in the later subsample. The estimates of the standard deviations of the level and slope factor shocks are 40 and 60 basis points during subsample A, but only 15 and 42 basis points in subsample B. This finding is consistent with the view that 1970 to 1987 was a turbulent period for financial markets and the macroeconomy, while the more recent period has lower financial risks and a more tranquil economy. Finally, there is also a clear difference in risk pricing in the two subsamples. The subsample A estimates of the elements of $\lambda_1$ are uniformly larger than in subsample B.

Overall, the subsample model estimates appear consistent with the notion of a shift in term structure behavior as suggested by the regression evidence in Section 1, and
in the next section, we will link the differences in model parameter estimates to the different long-rate term structure regression results. As suggested in Section 1, it is the change in the volatility of risk premiums across the two subsamples that drives the shift in the regression results, and a direct examination of this change is also illuminating. Figure 3 plots the risk premiums for a representative 5-year yield for subsamples A and B from the associated subsample model estimates (the mean of the risk premiums in each subsample is removed). In these models, the volatility of a risk premium reflects time variation in the price of risk, which is a linear function of the factors. Thus, the larger \( \lambda_1 \) and the larger factor volatilities in the earlier subsample will generate more variation in the price of risk and risk premiums. This is evident in Figure 3, as the standard deviations of the estimated risk premiums are 67 basis points in subsample A and 40 basis points in subsample B.

3. ACCOUNTING FOR THE SHIFT IN TERM STRUCTURE BEHAVIOR

Section 1 provided evidence of a significant break in the estimated coefficients in various long-rate term structure regressions, and Section 2 provided evidence of a

---

\[ \theta_{60} = B'(I - \rho)^{-1} (I - \rho^{60})F_{60}/60 \] as implied by the model estimates.
significant break in a no-arbitrage dynamic term structure model. In this section, we link these two results together by investigating the ability of the two subsample no-arbitrage models estimated in Section 2 to account for the long-rate regression results through changing factor and risk price dynamics. In essence, we examine the change in the volatility of risk premiums through the lens of the long-rate term structure regressions.

Our examination focuses on long-rate regression coefficients implied by a particular no-arbitrage term structure representation. For a given no-arbitrage model of the form described in Section 2, the population value of the long-rate regression coefficient for maturity $m$ is given by

$$
\beta_m = \frac{\text{cov}[(i_{m-1,t+1} - i_{1,t}), (i_{m,t} - i_{1,t})/(m-1)]}{\text{var}[(i_{m,t} - i_{1,t})/(m-1)]}
$$

where the $B_m$'s are the factor loadings defined in Section 2 and $\Omega$ denotes the unconditional variance–covariance matrix of the two factors in $F_t$. From equation (9), note that the $B_m$'s are determined by $\Sigma$, $\lambda_1$, and $\rho$—that is, by the covariance of the factor shocks, the sensitivity of the price of risk to the factors, and the parameters of the autoregressive dynamics of the factors, respectively. From equation (5), note that $\Omega$ depends on the parameters $\Sigma$ and $\rho$. Therefore, the population regression coefficients associated with different no-arbitrage model structural estimates are straightforward to compute.

The implied long-rate regression coefficients associated with the subsample model estimates shown in Table 3 are given in Figures 4 and 5, for subsamples A and B, respectively. The thick solid lines in these figures plot the model-implied population $\beta_m$ coefficients at all bond maturities while the thin solid lines give the actual historical regression estimates from subsamples A and B. These implied model population estimates match the historical regression results fairly well. For subsample A (Figure 4), the model-implied regression coefficients decrease quite rapidly as the maturity of the long rate increases. Although the population coefficients are not quite as low as the historical estimates for maturities of less than 48 months, there is a fairly close match at longer maturities. For subsample B (Figure 5), the model-implied projection coefficients are all positive and quite close to the empirical regression estimates.

In order to account for possible small-sample biases, we also simulate data from each model and calculate the regression coefficients in repeated finite samples. Specifically, we take random draws of $\varepsilon_t$ (with the number determined by the particular sample period under investigation), simulate data from the no-arbitrage model, and compute the long-rate projection coefficients. This procedure is repeated 1000 times, and Figures 4 and 5 also plot the medians and 90% frequency or confidence bands...
from these simulations. In both figures, the median estimates from the simulations lie very close to the population estimates, indicating that the small-sample biases are fairly modest in this application (which is consistent with Monte Carlo simulation results reported in an appendix available from the authors). In addition, the empirical estimates typically lie inside the 90% confidence bands of the model simulations.

The source for the differences in the term structure dynamics between the two subsamples can be illuminated with model perturbations. Specifically, we look at the effect on a long-rate regression coefficient from changing a subset of the model parameters from their subsample A estimated values to their subsample B estimated values. This model variation can uncover the specific factors driving the different subsample regression results. However, because the long-rate regression coefficients are nonlinear functions of the model parameters, the effect of changing a particular model parameter depends on the exact constellation of the other parameters. To reduce the number of model permutations to a more manageable size, we focus on three blocks of parameters—in $\Sigma$, $\lambda_1$, and $\rho$—as sets that contain either all subsample A estimates or all subsample B estimates. For example, the $\rho_{LL}$, $\rho_{SS}$, and $\rho_{SL}$ in $\rho$ are all either from subsample A or subsample B. Thus, there are only eight possible combinations of the two subsample estimates of $\Sigma$, $\lambda_1$, and $\rho$ to consider. Each of these eight cases.
FIG. 5. Regression Coefficients Implied by Subsample B No-Arbitrage Model.

Note: The thick solid line plots the “population” or theoretical slope coefficient for the long-rate regression (3) as implied by the estimated subsample B model. The implied median small-sample coefficient estimates with frequency bands are also shown. The slope coefficients estimated from the historical subsample B data (as in Table 1) are shown as the thin solid line.

is identified by a parameter triple, with $\rho_A$, $\Sigma_A$, $\lambda_A$, $\rho_B$, $\Sigma_B$, and $\lambda_B$ representing the estimates of $\rho$, $\Sigma$, and $\lambda_1$ in subsamples A and B, respectively.

The theoretical long-rate regression results obtained from the eight permutations of these three sets of parameter estimates are shown in Figure 6. The two solid lines are from the completely subsample A model ($\rho_A$, $\Sigma_A$, $\lambda_A$) and completely subsample B model ($\rho_B$, $\Sigma_B$, $\lambda_B$) and match the population lines in Figures 4 and 5. The other lines in Figure 6 show the results of mixing coefficient estimates from subsample A and subsample B. It is interesting to note that the four highest lines all use $\lambda_B$ while the four lowest use $\lambda_A$, which suggests that risk pricing plays a key role in accounting for the term structure shift.

To provide a concise quantitative accounting of this shift, we focus on just the 120-month maturity and the effect on the $\beta_{120}$ coefficient in Table 4. However, our main results generalize to other long-rate maturities as well (as suggested by Figure 6). The top line in Table 4 shows the change in the population estimate of $\beta_{120}$ resulting from a shift from all subsample A no-arbitrage parameter estimates (denoted as the $\rho_A$, $\Sigma_A$, $\lambda_A$ model) to all subsample B parameter estimates (denoted as $\rho_B$, $\Sigma_B$, $\lambda_B$). This change, which is 2.88, is also the difference between the right-hand-side endpoints of the thick solid lines in Figures 4, 5, and 6. The rest of Table 4 provides
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Fig. 6. Theoretical Slope Coefficients from Eight Affine Models.

**Note:** These lines plot the theoretical population slope coefficients for the long-rate regression (3) implied by a no-arbitrage model with coefficients from subsample A or B. Each of the eight possible combinations of the subsample estimates is identified by a parameter triple.

a quantitative accounting of the source of this change. Specifically, the next block of lines investigates a change in just the autoregressive parameters from \( \rho_A \) to \( \rho_B \), holding fixed the other parameters across the four possible permutations of \( \Sigma \) and \( \lambda_1 \) (namely, \( \Sigma_A, \lambda_A; \Sigma_A, \lambda_B; \Sigma_B, \lambda_A; \Sigma_B, \lambda_B \)). The average effect of such a change in factor dynamics would cause \( \beta_{120} \) to decrease by 1.04—that is, \( \beta_{120} \) is pushed in the opposite direction from what was observed. In contrast, as shown in the middle lines, the shift in the factor shock volatility parameters from \( \Sigma_A \) to \( \Sigma_B \) induces, on average, a 0.46 increase in \( \beta_{120} \), which is a modest step in the observed direction of change. Finally, as shown in the bottom panel of Table 4, the change in the risk pricing parameters from \( \lambda_A \) to \( \lambda_B \) more than accounts for the total observed change in the population \( \beta_{120} \).

The risk pricing parameters therefore appear crucial in generating the changing profile of the long-rate regression coefficients across the two subsamples. The more factor-sensitive risk pricing in subsample A—since the subsample A estimates of \( \lambda_1 \) are larger than in subsample B—generates greater time variation in the risk premiums for a given level of factor volatilities. These more variable subsample A term premiums induce greater deviations from the expectations hypothesis and push the \( \beta_m \) estimates in the early subsample below those in subsample B. This effect is reinforced to a limited extent by the higher variances of the factor shocks in the first subsample (since the elements of \( \Sigma_A \) are larger than those of \( \Sigma_B \)). These higher factor shock
TABLE 4
Effect of Model Changes (by Blocks of Parameters) on $\beta_{120}$ Estimates

<table>
<thead>
<tr>
<th>Model change</th>
<th>Effect on $\beta_{120}$ estimate from change in model</th>
<th>Contribution to total effect on $\beta_{120}$ estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_A$, $\Sigma_A$, $\lambda_A \rightarrow \rho_B$, $\Sigma_B$, $\lambda_B$</td>
<td>2.88</td>
<td>100</td>
</tr>
<tr>
<td>Change in (the long-rate regression coefficient using a 120-month maturity yield) ($\rho_A \rightarrow \rho_B$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_A$, $\lambda_A \rightarrow \rho_B$, $\Sigma_A$, $\lambda_A$</td>
<td>$-0.60$</td>
<td>$-21$</td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_B$, $\lambda_A \rightarrow \rho_B$, $\Sigma_B$, $\lambda_A$</td>
<td>$-0.61$</td>
<td>$-21$</td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_A$, $\lambda_B \rightarrow \rho_B$, $\Sigma_A$, $\lambda_B$</td>
<td>$-1.92$</td>
<td>$-67$</td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_B$, $\lambda_B \rightarrow \rho_B$, $\Sigma_B$, $\lambda_B$</td>
<td>$-1.05$</td>
<td>$-37$</td>
</tr>
<tr>
<td>Average</td>
<td>$-1.04$</td>
<td>$-36$</td>
</tr>
<tr>
<td>Change in factor volatility parameters ($\Sigma_A \rightarrow \Sigma_B$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_A$, $\lambda_B \rightarrow \rho_A$, $\Sigma_B$, $\lambda_A$</td>
<td>$0.25$</td>
<td>$8$</td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_A$, $\lambda_B \rightarrow \rho_A$, $\Sigma_B$, $\lambda_B$</td>
<td>$0.28$</td>
<td>$10$</td>
</tr>
<tr>
<td>$\rho_B$, $\Sigma_A$, $\lambda_B \rightarrow \rho_B$, $\Sigma_B$, $\lambda_A$</td>
<td>$0.21$</td>
<td>$7$</td>
</tr>
<tr>
<td>$\rho_B$, $\Sigma_A$, $\lambda_B \rightarrow \rho_B$, $\Sigma_B$, $\lambda_B$</td>
<td>$1.14$</td>
<td>$40$</td>
</tr>
<tr>
<td>Average</td>
<td>$0.46$</td>
<td>$16$</td>
</tr>
<tr>
<td>Change in risk pricing parameters ($\lambda_A \rightarrow \lambda_B$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_A$, $\lambda_B \rightarrow \rho_A$, $\Sigma_A$, $\lambda_B$</td>
<td>$3.66$</td>
<td>$127$</td>
</tr>
<tr>
<td>$\rho_A$, $\Sigma_B$, $\lambda_B \rightarrow \rho_A$, $\Sigma_B$, $\lambda_B$</td>
<td>$3.71$</td>
<td>$129$</td>
</tr>
<tr>
<td>$\rho_B$, $\Sigma_A$, $\lambda_B \rightarrow \rho_B$, $\Sigma_A$, $\lambda_B$</td>
<td>$2.34$</td>
<td>$81$</td>
</tr>
<tr>
<td>$\rho_B$, $\Sigma_B$, $\lambda_B \rightarrow \rho_B$, $\Sigma_B$, $\lambda_B$</td>
<td>$3.26$</td>
<td>$113$</td>
</tr>
<tr>
<td>Average</td>
<td>$3.24$</td>
<td>$112$</td>
</tr>
</tbody>
</table>

Norm: Each model is identified by a parameter triple, where $\rho_A$, $\Sigma_A$, $\lambda_A$, $\rho_B$, $\Sigma_B$, and $\lambda_B$ represent the estimates of $\rho$, $\Sigma$, and $\lambda$ in subsamples A and B, respectively. The differences in the population estimates of $\beta_{120}$ (the long-rate regression coefficient using a 120-month maturity yield) for each pair of models are reported in the middle column. The contribution to the total effect on $\beta_{120}$ is calculated as the ratio (in percentage) of the effect on $\beta_{120}$ for any particular pair of models to the total effect given in the first row.

Variances induce higher factor volatilities and hence greater time variation in the price of risk and risk premiums. However, a partial offset to the above two factors comes from the higher autoregressive parameters in the later subsample. Specifically, because the elements of $\rho_A$ are higher than those of $\rho_A$, these work to boost the volatility of the factors and risk premiums in subsample B and lower the regression coefficients.\(^{14}\)

Table 5 reports on a model permutation procedure that considers individual parameters instead of blocks of parameters. There are eight key individual model parameters in $\rho$, $\Sigma$, and $\lambda$: $\rho_{LL}$, $\rho_{SS}$, $\rho_{SS}$, $\rho_{SL}$, $\sigma_L$, $\sigma_S$, $\lambda_{LL}^1$, $\lambda_{LS}^1$, and $\lambda_{SS}^1$. Table 5 provides the average effect on $\beta_{120}$ of changing each one of these coefficients from its subsample A estimate to its subsample B estimate, holding the other coefficients as fixed.\(^{15}\)

These results further narrow the source of the upward shift in the long-rate regression coefficients in the later subsample to just a few model parameters, all of which are related to the level factor. In particular, the two most influential parameters are $\lambda_{LL}^1$ and $\lambda_{LS}^1$, which control the way in which the price of risk that is attached to fluctuations

---

\(^{14}\) We have also found that more persistent factors, even holding the volatility of the factors constant (as opposed to holding constant the volatility of the factor shocks), leads to lower regression coefficients.

\(^{15}\) For investigating the effects of a change in any given parameter, there are 128 possible mixed sample A and B permutations for the other seven parameters. (Note that $\lambda_{LL}^1$ is zero in both samples.) We do not investigate all of these permutations; instead, Table 5 provides the average change in $\beta_{120}$ using a representative sample of eight of these configurations using the same blocks of parameters in Table 4.
### TABLE 5

**Effect of Model Changes (by Individual Parameters) on $\beta_{120}$ Estimates**

<table>
<thead>
<tr>
<th>Parameter being changed (subsample A to B estimate)</th>
<th>Average effect on $\beta_{120}$ from parameter change</th>
<th>Average contribution to total effect on $\beta_{120}$ estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor autoregressive parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho_{LL}$</td>
<td>$-1.13$</td>
<td>$-39.29$</td>
</tr>
<tr>
<td>$\rho_{LS}$</td>
<td>$0.13$</td>
<td>$4.61$</td>
</tr>
<tr>
<td>$\rho_{SL}$</td>
<td>$-0.08$</td>
<td>$-2.78$</td>
</tr>
<tr>
<td>Risk pricing parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_{1L}$</td>
<td>$1.24$</td>
<td>$43.20$</td>
</tr>
<tr>
<td>$\lambda_{1S}$</td>
<td>$2.23$</td>
<td>$77.41$</td>
</tr>
<tr>
<td>$\lambda_{1S}$</td>
<td>$0.02$</td>
<td>$0.76$</td>
</tr>
<tr>
<td>Factor volatility parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_L$</td>
<td>$0.72$</td>
<td>$24.88$</td>
</tr>
<tr>
<td>$\sigma_S$</td>
<td>$-0.22$</td>
<td>$-7.70$</td>
</tr>
</tbody>
</table>

*Note: The differences in the population estimates of $\beta_{120}$ (the long-rate regression coefficient using a 120-month maturity yield) for each pair of models are reported in the middle column. The contribution to the total effect on $\beta_{120}$ is calculated as the ratio (in percent) of the effect on $\beta_{120}$ for any particular pair of models to the total effect.*

in the level factor varies with the magnitude of level and slope. The reduced size of these risk pricing parameters in subsample B can account on their own for the shift in the long-rate regression coefficients across the two subsamples. The reduction in the variance of shocks to level, $\sigma_L$, also plays some role by reducing level factor volatility (and the associated risk premium variability), but this effect is offset by the increase in the level factor autoregressive parameter $\rho_{LL}$, which tends to boost the level factor variability.

To summarize, the standard no-arbitrage bond pricing model suggests that the recent historical shift in term structure behavior predominantly reflects a change in the way investors price risk associated with the level factor. Changes in factor dynamics and factor shock volatility appear to have played a relatively modest role. These term structure results may also help illuminate the nature of the moderation and transformation of the U.S. economy that occurred in the 1980s. As noted in the introduction, one hypothesis is that there was a run of less volatile economic shocks in the more recent period. Our estimates support the presence of less volatile factor shocks in the recent subsample; however, the effect of this change on the behavior of the term structure appears modest. Instead, our estimates indicate that there was an important change in the dynamics of the economy that affected risk pricing. The next section elaborates on this interpretation using a no-arbitrage macro-finance model that links movements in the level factor to observable variables in the economy.

4. **A MACRO-FINANCE PERSPECTIVE ON THE TERM STRUCTURE SHIFT**

The analysis so far suggests that an important transformation occurred in the U.S. economy in the 1980s regarding the behavior of the level factor and, in particular, the pricing of risk associated with that factor. A natural next step is to provide an economic interpretation of these changes. We pursue this task in the structural macro-finance
model of Rudebusch and Wu (2004), which we describe briefly before considering some model perturbations.

The Rudebusch–Wu macro-finance model combines the above canonical no-arbitrage term structure representation with elements from a standard macroeconomic model. A key point of intersection between the finance and macroeconomic specifications is the short-term interest rate. The short rate remains a linear function of two latent term structure factors as in the finance model, so

\[ i_t = \delta_0 + L_t + S_t. \]  

(12)

As demonstrated in Rudebusch and Wu (2004), however, there is a close connection among these level and slope factors and a simple Taylor (1993) rule for monetary policy,

\[ i_t = r^* + \pi_t^* + g_{\pi}(\pi_t - \pi_t^*) + g_y y_t, \]  

(13)

where \( r^* \) is the equilibrium real rate, \( \pi_t^* \) is the central bank’s inflation target, \( \pi_t \) is the annual inflation rate, and \( y_t \) is a measure of the output gap. This link reflects the fact that the Federal Reserve sets the short rate in response to macroeconomic data in an attempt to achieve its goals of output and inflation stabilization. Therefore, level and slope are not simply modeled as purely autoregressive time series; instead, they form elements of a monetary policy reaction function. In particular, \( L_t \) is interpreted as the medium-term inflation target of the central bank as perceived by private investors. Investors are assumed to modify their views of this underlying rate of inflation slowly, as actual inflation, \( \pi_t \), changes, so that \( L_t \) is linearly updated by news about inflation,  

\[ L_t = \rho_L L_{t-1} + (1 - \rho_L) \pi_t + \varepsilon_{L,t}. \]  

(14)

The slope factor \( S_t \) captures the Fed’s dual mandate to stabilize the real economy and keep inflation close to its medium-term target level. Specifically, \( S_t \) is modeled as the Fed’s cyclical response to deviations of inflation from its target, \( \pi_t - L_t \), and to deviations of output from its potential, \( y_t \),

\[ S_t = \rho_S S_{t-1} + (1 - \rho_S)[g_y y_t + g_{\pi}(\pi_t - L_t)] + \varepsilon_{S,t} \]  

(15)

\[ u_{S,t} = \rho_u u_{S,t-1} + \varepsilon_{S,t}. \]  

(16)

In addition, a very general specification of the dynamics of \( S_t \) is adopted that allows for both policy inertia and serially correlated elements not included in the basic Taylor rule. 

16. As shown in Rudebusch and Wu (2004), \( L_t \) is primarily associated with yields of maturities from 2 to 5 years, which is an important indication of the relevant horizon for the associated inflation expectations.

17. If \( \rho_u = 0 \), the dynamics of \( S_t \) arise from monetary policy partial adjustment; conversely, if \( \rho_S = 0 \), the dynamics reflect the Fed’s reaction to serially correlated information or events not captured by
The dynamics of the macroeconomic determinants of the short rate are then specified with equations for inflation and output that are motivated by new Keynesian models (adjusted to apply to monthly data),

\[
\pi_t = \mu_{\pi} L_t + (1 - \mu_{\pi})[\alpha_{\pi_1}\pi_{t-1} + \alpha_{\pi_2}\pi_{t-2}] + \alpha_{\pi_1}\pi_{t-1} + \varepsilon_{\pi,t}
\]

(17)

\[
y_t = \mu_y E_{t+1} y_{t+1} + (1 - \mu_y)[\beta_{y_1}y_{t-1} + \beta_{y_2}y_{t-2}] - \beta_y (i_{t-1} - L_{t-1}) + \varepsilon_{y,t}.
\]

(18)

That is, inflation responds to the public’s expectation of the medium-term inflation goal \(L_t\), two lags of inflation, and the output gap. Output depends on expected output, lags of output, and a real interest rate.

The specification of long-term yields in the macro-finance model follows the standard no-arbitrage formulation described in Section 2. Accordingly, the state space of the combined macro-finance model can be expressed by equation (5) with the state vector \(F_t\) redefined to include output and inflation. The dynamic structure of this transition equation is determined by equations (14) through (16). There are four structural shocks, \(\varepsilon_{\pi,t}\), \(\varepsilon_{y,t}\), \(\varepsilon_{L,t}\), and \(\varepsilon_{S,t}\), which are assumed to be independently and normally distributed. The short rate is determined by (12). For pricing longer-term bonds, the risk price associated with the structural shocks is assumed to be a linear function of only \(L_t\) and \(S_t\), which matches the formulation in Section 2 and allows for easy comparison. However, it should be noted that the macroeconomic shocks \(\varepsilon_{\pi,t}\) and \(\varepsilon_{y,t}\) are able to affect the price of risk through their influence on \(\pi_t\) and \(y_t\) and, therefore, on the latent factors, \(L_t\) and \(S_t\).

The estimates of this macro-finance model from Rudebusch and Wu (2004), which are based on U.S. term structure data that are essentially from subsample B (1988 to 2000), are shown in Table 6. As above, the factor \(L_t\) is very persistent, with a \(\rho_L\) estimate of 0.989, which implies a small but significant response to actual inflation. The monetary policy interpretation of the slope factor is supported by the reasonable estimated inflation and output response coefficients, \(g_{\pi}\) and \(g_y\), which are 1.25 and 0.20, respectively. These values, as well as the estimated parameters describing the inflation and output dynamics, appear to be in line with other estimates in the literature.

We next turn to the implied long-rate regression coefficients from this model. As before, we conduct a model simulation exercise in which repeated samples of data are generated from the macro-finance model and are used in the calculation of regression coefficients. Figure 7 shows median values of the regression coefficients obtained from the macro-finance model simulated data as a solid line. The coefficients are predominantly positive and decline from about 1 at a very short maturity to output and inflation. Rudebusch (2002) shows that the latter is often confused with the former in empirical applications.

18. Therefore, \(\lambda_1\) continues to have just four potentially nonzero entries \((\lambda_{1z}, \lambda_{1s}, \lambda_{1\pi}, \text{ and } \lambda_{1S})\), thus greatly reducing the number of parameters to be estimated.

## TABLE 6

**PARAMETER ESTIMATES OF THE MACRO-FINANCE MODEL**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho_L)</td>
<td>0.989</td>
<td>(0.0068)</td>
</tr>
<tr>
<td>(\rho_S)</td>
<td>0.026</td>
<td>(0.0111)</td>
</tr>
<tr>
<td>Central bank policy reaction coefficients&lt;br&gt;(g_y)</td>
<td>1.253</td>
<td>(0.0066)</td>
</tr>
<tr>
<td>(\mu_\pi)</td>
<td>0.074</td>
<td>(0.0113)</td>
</tr>
<tr>
<td>(\alpha_{\pi 1})</td>
<td>0.014</td>
<td>(0.0074)</td>
</tr>
<tr>
<td>(\alpha_{\pi 2})</td>
<td>1.154</td>
<td>(0.0525)</td>
</tr>
<tr>
<td>(\sigma_\pi)</td>
<td>0.009</td>
<td>(0.0066)</td>
</tr>
<tr>
<td>(\beta_{r1})</td>
<td>0.089</td>
<td>(0.0067)</td>
</tr>
<tr>
<td>(\beta_{r2})</td>
<td>0.918</td>
<td>(0.0604)</td>
</tr>
<tr>
<td>(\lambda_{LL})</td>
<td>-0.0045</td>
<td>(0.0068)</td>
</tr>
<tr>
<td>(\lambda_{LS})</td>
<td>-0.0223</td>
<td>(0.0064)</td>
</tr>
<tr>
<td>(\sigma_L)</td>
<td>0.342</td>
<td>(0.0089)</td>
</tr>
<tr>
<td>(\sigma_\pi)</td>
<td>0.238</td>
<td>(0.0110)</td>
</tr>
<tr>
<td>(\sigma_y)</td>
<td>0.603</td>
<td>(0.0128)</td>
</tr>
<tr>
<td>(\sigma_3)</td>
<td>0.288</td>
<td>(0.0162)</td>
</tr>
<tr>
<td>(\sigma_{12})</td>
<td>0.334</td>
<td>(0.0194)</td>
</tr>
<tr>
<td>(\sigma_{36})</td>
<td>0.127</td>
<td>(0.0094)</td>
</tr>
</tbody>
</table>

**Note:** Standard errors are in parentheses.

slightly negative at a 120-month maturity. These estimates are a bit closer to the actual historical estimates from the subsample B data (shown as the dotted line) than the coefficients implied by the estimated subsample B no-arbitrage model from Sections 2 and 3 (the dashed line).

The analysis in Sections 2 and 3 suggested that changes in the conditional volatility of the level factor and in the pricing of level factor risk were the most important factors in accounting for the shift in long-rate regression coefficients. This same issue can be examined in the macro-finance model. In particular, as noted above, the key parameters \(\lambda_{LL}, \lambda_{LS}, \) and \(\sigma_L\) play the same role in both models. The effect of changing these parameters in the macro-finance model is shown in Table 7, which, as in Tables 4 and 5, focuses on just the coefficient \(\beta_{120}\) for conciseness. The first three lines of Table 7 show the effect on \(\beta_{120}\) of changing \(\lambda_{LL}, \lambda_{LS}, \) and \(\sigma_L\) from their estimates in Table 6 (\(-0.0045, 0.0168, \) and \(0.342, \) respectively) to their subsample A estimates in Table 3 (\(-0.0146, 0.0342, \) and \(0.41, \) respectively). Increasing (in absolute value) \(\lambda_{LS}\) and \(\sigma_L\) gives clearly lower estimates of \(\beta_{120},\) while changing \(\lambda_{LL}\) has little effect on its own. However, the combination of all three changes—line 4—shifts \(\beta_{120}\) down by a substantial 2.05. That is, as above in the basic no-arbitrage

---

20. Another experiment that we are investigating in further work would be to estimate the macro-finance model for subsample A and conduct a comparison as in Section 3. This may be problematic because the estimated policy rule of subsample A often induces nonstationarity in forward-looking rational expectations macroeconomic models (see Rudebusch 2005).
Fig. 7. Regression Coefficients Implied by Macro-Finance Model.

NOTE: The solid and dashed lines plot the median long-rate regression coefficients obtained from simulations of the macro-finance and subsample B models. The dotted line shows the estimates from the historical data.

model, the risk pricing and dynamics of the level factor appear crucial for accounting for the shift in term structure behavior.

More importantly, the macro-finance model provides an economic interpretation of this shift. Since the level factor reflects the perceived inflation target, the macro-finance explanation of the shift in term structure behavior is that during the 1970s and early 1980s investors had a very different view of the medium-term outlook for inflation than they did later on. Investors in the early period appear to have viewed the inflation goal as particularly uncertain, in the sense that it had a greater conditional volatility (a higher $\sigma_L$) and that its price of risk was more sensitive to fluctuations in the economy (in particular, $\lambda_{LS}$ is higher early on). This explanation is consistent with the view that expectations of the underlying goals for inflation were less firmly anchored in investors’ minds during the earlier subsample, which is a common interpretation of the historical evolution of U.S. monetary policy. However, interpreting this shift in terms of changes in underlying risk preferences or technology is difficult, because the linkage between an affine, no-arbitrage term structure model and an underlying general equilibrium model has not been clearly formulated in the literature. Gallmeyer, Hollifield, and Zin (2005) perhaps have made the most progress in this regard and show how the form of the monetary policy rule can enter the pricing kernel and directly affect the risk pricing parameters. Thus, it seems plausible that a monetary policy regime shift—specifically, a lower $\sigma_L$—might have induced changes in the
TABLE 7
EFFECT OF MACRO-FINANCE MODEL CHANGES ON $\beta_{120}$ ESTIMATES

<table>
<thead>
<tr>
<th>Model perturbation</th>
<th>Effect on $\beta_{120}$ from model perturbation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Increase in level factor volatility: $\sigma_L \rightarrow \sigma_L$ in Subsample A</td>
<td>-0.32</td>
</tr>
<tr>
<td>(2) Increase in level risk price sensitivity to level: $\lambda_{1L}^L \rightarrow \lambda_{1L}^L$ in Subsample A</td>
<td>0.02</td>
</tr>
<tr>
<td>(3) Increase in level risk price sensitivity to slope: $\lambda_{1S}^L \rightarrow \lambda_{1S}^L$ in Subsample A</td>
<td>-0.54</td>
</tr>
<tr>
<td>Joint level factor effect:</td>
<td></td>
</tr>
<tr>
<td>(1) + (2) + (3)</td>
<td>-2.05</td>
</tr>
<tr>
<td>(4) Decrease in policy response to inflation: $g_\pi \rightarrow 0.5 \times g_\pi$</td>
<td>-0.11</td>
</tr>
<tr>
<td>(5) Increase in inflation and output volatility $\sigma_\pi, \sigma_y \rightarrow 1.5 \times (\sigma_\pi, \sigma_y)$</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Note: These numbers give the change in the theoretical values of $\beta_{120}$ (the long-rate regression coefficient using a 120-month maturity yield) obtained by perturbing the macro-finance model. Each model perturbation shifts the model to more closely resemble an estimate in subsample A.

risk pricing parameter estimates. Alternatively, improvements in financial markets or institutions may have allowed investors to hedge risk better in the later subsample, which may also account for a risk compensation behavior that was less sensitive to fluctuations in the economy.

Other changes in the economy may also have played a role in the shifting term structure behavior. Many authors have noted that the volatilities of shocks to output and inflation were significantly larger in the 1970s than in the 1990s. To consider the possibility that the higher conditional macroeconomic volatility in the earlier period helped account for the lower regression coefficients, we increase the standard deviations of the output and inflation shocks, $\sigma_\pi$ and $\sigma_y$, by 50%, which is the order of magnitude suggested by previous empirical work, including Stock and Watson (2003) and Moreno (2004). As shown in the second line from the bottom in Table 7, this model perturbation has little effect on the estimate of $\beta_{120}$. Another important economic change that many estimated models of Federal Reserve behavior have highlighted is the substantially lower responsiveness of monetary policy to inflation that occurred before the 1980s.21 To consider the possibility that a lower inflation response parameter in the earlier subsample may account for the lower regression coefficients, we reduced the inflation response coefficient in the monetary policy rule, $g_\pi$, by one-half, which is broadly in line with various empirical estimates. The result, as shown in the bottom row of Table 7, is only a very modest effect on the estimate of $\beta_{120}$.

21. See, for example, Fuhrer (1996), Judd and Rudebusch (1998), Clarida, Gali, and Gertler (2000), and Rudebusch (2005) for discussion. In contrast to the inflation response coefficient, the evidence of a significant change in the monetary policy output response coefficient is mixed.
5. CONCLUSION

As noted in the introduction, the existence of a shift in the behavior of the term structure would not be surprising, given the dramatic changes in the economy over the past few decades. We indeed document such a shift in the behavior of the term structure using a simple regression technique as well as more structural models. Our key result is that the volatility of term premiums appears to have declined over time; furthermore, this decline appears to have been induced by changes in the conditional volatility and price of risk of the term structure level factor, which we suggest may be related to investors’ perceptions of the Fed’s inflation goals.

Of course, as many have noted, a shift in the conduct of monetary policy will likely lead to a change in the behavior of the term structure (for example, Rudebusch 1995, Fuhrer 1996, Koizicki and Tinsley 2001, 2005, Cogley 2003). However, our results suggest that the linkage is perhaps more subtle than is commonly appreciated. For example, although the Fed’s short rate response to changes in inflation during the 1970s has been found to be less vigorous than in the 1990s, such a change—on its own—appears to have small direct effects on the evolution of term premiums and appears unlikely to account for the shift apparent in our empirical results. This conclusion appears to mirror that of Stock and Watson (2003), who found small direct effects of monetary policy rule changes on macroeconomic volatility. However, our results do suggest that broader, but likely closely related, shifts in the monetary policy environment may have played an important role. In particular, a change in the perceptions of the inflation goals of the Fed could have altered the dynamic evolution of term premiums. Such a change may reflect a greater willingness to anchor the inflation rate or a greater transparency about such desires.
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