Assessing the Lucas Critique in Monetary Policy Models

Empirical estimates of monetary policy rules suggest that the behavior of U.S. monetary policymakers changed during the past few decades. However, for that same time period, statistical analyses of lagged representations of the economy, such as VARs, often have not rejected the null of structural stability. These two sets of empirical results appear to contradict the Lucas critique. This paper reconciles these results with the Lucas critique by showing that the apparent policy invariance of reduced forms is consistent with the magnitude of historical policy shifts and the relative insensitivity of the reduced forms of plausible forward-looking macroeconomic specifications to policy shifts.
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Lucas (1976) argues that the parameters of traditional macroeconometric models depend implicitly on agents’ expectations of the policy process and are unlikely to remain stable as policymakers change their behavior. Historically, this critique was influential in two respects. First, it helped reorient macroeconomic research toward models with explicit expectations and “deep” parameters of taste and technology. These models, which many hoped would be invariant to policy shifts, included estimated first-order conditions or Euler equations, calibrated general equilibrium models with explicit optimization, and, most recently, “New Keynesian” models. Second, the Lucas critique helped change the focus of policy evaluation from consideration of alternative paths of the policy instrument.
to consideration of alternative policy rules, which allowed individual agents to formulate forward-looking dynamic optimization problems.

A heightened interest in policy rules in general has spurred many recent estimates of the monetary policy rule using postwar U.S. data on a short-term interest rate, output, and inflation. From the standpoint of the Lucas critique, the most interesting result from these studies is that they typically reject the stability of historical monetary policy rules. Notably, Clarida, Galí, and Gertler (2000), Estrella and Fuhrer (2000), Taylor (1999), and Judd and Rudebusch (1998) estimate Taylor rules that exhibit discrete shifts in the response of the Federal Reserve to inflation and output during the past few decades. This evidence suggests that the Lucas critique should be particularly relevant for monetary policy analysis. Specifically, given the apparent policy shifts over time, the Lucas critique suggests that lagged autoregressive models will be plagued by parameter instability and will make a poor choice for analyzing monetary policy.

In fact, however, empirical autoregressive macroeconomic models without explicit expectations are still widely used for monetary policy analysis. The most prominent examples are the ubiquitous monetary VARs, in which lagged representations of the economy are treated as invariant structural models (e.g., Leeper and Zha 2001). But researchers have also used other nonexpectational autoregressive macroeconomic models for monetary policy analysis, including most recently Rudebusch and Svensson (1999, 2002), Onatski and Stock (2002), Smets (1999), Dennis (2001), Laubach and Williams (2003), and Fagan, Henry, and Mestre (2001). Even more surprising in view of the Lucas critique is that these VAR and non-VAR macroeconomic models without explicit expectations often appear to be fairly stable empirically. For example, Rudebusch and Svensson (1999), Bernanke and Mihov (1998), Estrella and Fuhrer (2000), Dennis (2001), and Leeper and Zha (2001) all provide evidence of the stability of various autoregressive reduced forms.

These two empirical results—the rejection of stability in estimated monetary policy rules and the inability to reject parameter stability in estimated autoregressive models—appear incompatible with the Lucas critique. This paper tries to provide a reconciliation by assessing the importance of the Lucas critique via a simulation experiment. Specifically, repeated samples of simulated data are drawn from a data-generating process that has forward-looking rational expectations and a policy rule that shifts over time. The applicability of the Lucas critique in this framework is clear, so the parameters of a backward-looking, autoregressive model that is estimated from the simulated data will shift between policy regimes. However, the key issue is the size of the parameter shifts, that is, the importance of the Lucas critique, which

---

1. Rudebusch (1998) also demonstrates the instability of estimated VAR interest rate equations and describes the policy rule instability documented by the earlier reaction function literature.

2. Some researchers (e.g., Boivin and Giannoni 2002) have argued that reduced forms—particularly VARs—do not appear stable in postwar samples. If such instability in estimated reduced forms is present, then the analysis below can be motivated as determining how much of it reflects the Lucas critique and stems from shifts in the historical monetary policy rule.

3. As noted below, this methodology, which simulates expectational models with changing policy rules, has been applied in Taylor (1989) and Lindé (2001).
can be assessed by examining the economic and statistical significance of changes in the reduced form parameters.\(^4\)

As a first step, Section 1 illustrates the theoretical role of the Lucas critique in monetary policy models by examining changes in the reduced forms of simple calibrated New Keynesian models with alternative Taylor rules for monetary policy. However, the major contribution of this paper is an assessment of the importance of the Lucas critique in an empirical setting. Such a practical assessment of empirical relevance is completely consistent with Lucas (1976). Although the Lucas critique has often been strictly interpreted as a theoretical absolute (i.e., “No policy evaluations without deep parameters!”), with an associated paralyzing effect on the formulation of policy evaluations, in fact, Lucas outlined a clear operational path to create “scientific” evaluations of alternative policies. Such evaluations required careful consideration of the quantitative importance of the expectational effects of alternative policy rules on the economy. As Lucas and Sargent (1981, pp. 302–303) note: “[The] question of whether a particular model is structural is an empirical, not theoretical, one.” In this spirit, the analysis below assesses the empirical importance of the Lucas critique in the postwar period.

The methodology used for that assessment is carefully constructed to answer the question: Given historical policy changes and a plausible empirical forward-looking model, will the estimated parameters of an autoregressive model appear unstable in postwar samples? There are three key elements of this analysis, which are each closely aligned with empirical results in the literature. First, as described in Section 2, an estimated New Keynesian model is used as the “true” structural model representing the behavior of forward-looking agents in the economy. Second, as described in Section 3, estimated shifts in historical monetary policy rules from the research of Taylor (1999), Clarida, Galí, and Gertler (2000), and Estrella and Fuhrer (2000) are incorporated into the model. Third, in Section 4, a popular lagged autoregressive specification is estimated from the data generated by the forward-looking model with a changing policy rule and is tested for parameter stability. The results indicate that the autoregressive representation is remarkably resilient to policy rule shifts. This conclusion is robust to variation in the simulation experiment across a number of dimensions—especially in the degree of forward-looking behavior—and it provides one possible reconciliation of the postwar empirical results on models and rules with the Lucas critique.

The finding of a modest empirical importance of the Lucas critique echoes Taylor (1989), who applied a similar methodology by simulating an estimated rational expectations model under fixed and flexible exchange rate regimes. In contrast, Lindé (2001) reported significant shifts in reduced forms estimated from synthetic data. However, in generating data, Lindé (2001) employed a calibrated business

---

4. An alternative reconciliation would deny the presence of regime shifts in postwar monetary policy. In particular, starting with Sims (1982), some have argued that the examination of discrete, permanent changes in a policy rule is not a realistic case to study. Instead, agents form probability distributions over a range of possible rules, so apparent rule shifts are just draws from a given distribution. This issue is discussed further below.
cycle model of the type that does not capture macroeconomic dynamics well (as shown, for example, in Cogley and Nason 1995) as well as monetary policy rules that are specified in terms of monetary aggregates, which have an uncertain interpretation during much of the postwar period. In addition, Lindé (2001) examined the stability of very simple consumption and money demand functions that are not of recent empirical interest. The current paper and Taylor (1989), which use estimated models and historical policy rules, are arguably more relevant.  

1. THE LUCAS CRITIQUE IN THEORETICAL MONETARY POLICY MODELS

As in Lucas (1976), the observable reduced form of the economy can be represented by

\[ Y_{t+1} = F(Y_t, X_t, \theta, u_t), \]  

where \( Y_t \) is a vector of economic variables, \( X_t \) is a vector of policy instruments, \( \theta \) is a parameter vector, and \( u_t \) represents random shocks. Similarly, a policy rule for setting the policy instrument can be given by

\[ X_t = G(Y_t, g, \xi_t), \]  

where \( g \) is a vector of policy rule coefficients, and \( \xi_t \) is a random shock. Lucas (1976) argued that “scientific, quantitative policy evaluation” required comparing alternative policy rules, that is, examining changes in \( g \) while taking into account agents’ expectations of future policy actions. He stressed that, “A change in policy \([\Delta g]\) affects the behavior of the system in two ways: first by altering the time series behavior of \([X_t]\); second by leading to modification of the behavioral parameters \([\theta(g)]\) governing the rest of the system.” The first effect is the obvious direct influence of the change in the policy rule on the dynamics of the system. The second expectational effect captures the fact that changes in the policy rule should alter agents’ expectations of the future and, hence, change the reduced-form dynamics of the economy. This sensitivity of the reduced form to the expectational effects of structural policy changes is the essence of the Lucas critique.

This expectational effect can be examined in a small theoretical model of the New Keynesian variety that has become popular in the past few years for monetary policy analysis. This section examines two versions of this model that are differentiated by the timing of the formation of expectations. The first, more tractable lagged expectational model follows Lansing and Trehan (2003) and has a simple closed-form expression for the reduced form. The other contemporaneous expectational model

5. As discussed below, a qualification to this statement is that two of the three types of estimated historical policy rules used below must be adjusted in the early sample to ensure dynamic stability.

6. Much of the appeal of this model lies in its foundations in a dynamic general equilibrium model with temporary nominal price rigidities. For derivations and discussion, see Walsh (2003), Clarida, Gali, and Gertler (1999), Svensson (1999a, 1999b), and Rudebusch (2002a).
is a more standard formulation, but one that must be solved numerically. Both versions provide useful insights into the Lucas critique and the empirical results below.

First, consider the lagged expectational model:

\[ y_t = \beta_y[(1 - \mu_y)\bar{y}_{t-1} + \mu_y E_{t-1}y_t] - \beta_r r_{t-1} + \eta_t, \]  
\[ r_{t-1} = (1 - \mu_r)(i_{t-1} - \pi_{t-1}) + \mu_r E_{t-1}(i_t - \pi_t), \]  
\[ \pi_t = (1 - \mu_\pi)\pi_{t-1} + \mu_\pi E_{t-1}\pi_t + \alpha_y y_{t-1} + \varepsilon_t. \]  

The first equation relates \( y_t \), the output gap, to \( E_{t-1}y_t \), the expectation of time \( t \) output formed at time \( t-1 \), \( r_t \), the real interest rate, and \( \eta_t \), a random shock. The second equation defines the real interest rate in terms of the nominal short-term policy rate, \( i_t \), and the inflation rate, \( \pi_t \). Finally, inflation is determined by lagged and expected inflation and the output gap along with a stochastic shock \( \varepsilon_t \). (Constants are omitted throughout.)

This model can capture a wide range of explicit forward-looking behavior through the parameters \( \mu_\pi, \mu_y, \) and \( \mu_r \). At one extreme, the model with \( \mu_\pi = \mu_y = \mu_r = 0 \) matches the completely adaptive expectations model used in Svensson (1997):

\[ y_t = \beta_y\bar{y}_{t-1} - \beta_r(i_{t-1} - \pi_{t-1}) + \eta_t, \]  
\[ \pi_t = \pi_{t-1} + \alpha_y y_{t-1} + \varepsilon_t. \]  

At the other extreme, when \( \mu_\pi = \mu_y = \mu_r = 1 \), the equations loosely approximate the log-linearized version of the consumption Euler equation and staggered nominal wage contracting model (though the contemporaneous expectational model discussed below is arguably a closer approximation). As a theoretical matter, the values of the expectational parameters \( \mu_\pi, \mu_y, \) and \( \mu_r \) are not clearly determined. For example, from well-known models of price-setting behavior, it is possible to derive a completely forward-looking expectational inflation equation (see Roberts 1995). However, many authors assume that with realistic costs of adjustment and overlapping price and wage contracts there will be some inertial lagged inflation influence in price determination (Svensson, 1999a, Fuhrer and Moore, 1995, Fuhrer, 1997, Christiano, Eichenbaum, and Evans, 2001). Similarly, it is widely agreed that some form of costly adjustment or habit formation must be added to the model in order to match the inertial lagged responses of output that are apparent in the data, though the exact form of the resulting specification is still under debate. (See Rotemberg and Woodford, 1999, Fuhrer, 2000, McCallum and Nelson, 1999, Estrella and Fuhrer, 2002, Svensson, 1999a). Section 2 discusses related empirical evidence on the size of the parameters \( \mu_\pi, \mu_y, \) and \( \mu_r \).

The model is closed with the Taylor (1993) monetary policy rule,

\[ i_t = g_\pi\pi_t + g_y y_t + \xi_t, \]  

which is a specific version of the above \( G \) function used by Lucas (1976), with the \( g \) parameter vector consisting of \( g_\pi \) and \( g_y \) (and policy shock \( \xi_t \)).
For the lagged expectational model and this policy rule, the reduced form for the output gap can be written as

\[ y_t = \theta_y y_{t-1} + \theta_i i_{t-1} + \theta_{\pi} \pi_{t-1} + \eta_t, \tag{9} \]

where \( \theta_y, \theta_i, \) and \( \theta_{\pi} \) are the reduced form parameters in Equation (1) from Lucas (1976). If \( \mu_{\pi} = \mu_y = \mu_i = 0 \), the model is completely backward-looking, so the Lucas critique will not apply. In this case, \( \theta_y = \beta_y \) and \( \theta_i = -\theta_{\pi} = -\beta_r \) and are independent of the policy parameters. In the general case, Lansing and Trehan (2003) derive the parameters of the reduced form output gap equation under the assumption of rational expectations as

\[ \theta_y = \frac{\beta_y (1 - \mu_y) - \beta_r \mu_r \left( \alpha_{\pi} \right) \left( g_{\pi} - 1 \right) \left( 1 - \mu_{\pi} \right)}{1 - \beta_y \mu_y + \beta_r \mu_y g_y}; \]

\[ \theta_i = -\left[ \frac{\beta_r (1 - \mu_r)}{1 - \beta_r \mu_y + \beta_r \mu_y g_y} \right]; \theta_{\pi} = \left[ \frac{\beta_r (1 - \mu_r g_{\pi})}{1 - \beta_r \mu_y + \beta_r \mu_y g_y} \right]. \tag{10} \]

With nonzero \( \mu_{\pi}, \mu_y, \) and \( \mu_i \), the reduced form parameters \( \theta_y, \theta_i, \) and \( \theta_{\pi} \) depend on the policy rule parameters \( g_{\pi} \) and \( g_y \), so an empirical backward-looking output equation will not be stable across different monetary policy rules.\(^7\)

Highlighting the dependence of the reduced form on \( g_{\pi} \) and \( g_y \) is the point of Lucas (1976). However, although different policy rules result in different reduced-form dynamics, assessing the importance of the Lucas critique requires quantifying this dependence. In a given sample, the reduced form may appear to be stable for at least two reasons. First, the changes in policy may be negligible; that is, \( \Delta g_{\pi} \) and \( \Delta g_y \) may be so small that the reduced form parameters are essentially invariant. Second, the link between the reduced form coefficients and the policy parameters may be too weak; that is, the partial derivatives \( \partial \theta_j / \partial g_k \) for \( j = y, i, \) or \( \pi \) and \( k = \pi \) or \( y \), may be too small to induce detectable changes.\(^8\)

Table 1 quantifies the Lucas critique for the lagged expectational model using the output reduced form given by Equations (9) and (10). Three different policy rules are considered, with either a weak or strong output gap response, \( g_y = 0.5 \) or 1.0, and either a weak or strong inflation response, \( g_{\pi} = 1.1 \) or 2.5. As shown below, these changes in the policy rule parameters appear to be roughly the same size as the changes in the estimated policy rule coefficients in the U.S. Because the importance of expectations is crucial for assessing the Lucas critique, four different model parameterizations are considered with a wide range of possible values for

\(^7\) In contrast, because of the lagged formation of expectations in this model, the inflation reduced form is unaffected by changes in the policy rule; therefore, Table 1 does not include these parameters (see Lansing and Trehan 2003).

\(^8\) Of course, possibilities not considered in this framework are expectations that are less than fully rational or policy commitment that is less than complete.
TABLE 1

Output Reduced Form for Lagged Expectational Structural Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Rule</th>
<th>Reduced form ($\beta_r = 0.1$)</th>
<th>Reduced form ($\beta_r = 0.2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\mu_\pi$</td>
<td>$\mu_y$</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>2.5</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>2.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>1.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>1.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3</td>
<td>0.8</td>
<td>1.0</td>
</tr>
</tbody>
</table>

$\mu_\pi$, $\mu_y$, and $\mu_r$. First, an autoregressive model with $\mu_\pi = \mu_y = \mu_r = 0$ is shown in the top three rows of Table 1. Of course, for this model, the changes in the policy rule parameters have no effect on the reduced form coefficients. Second, two partially forward-looking intermediate models are considered—with $\mu_\pi = 0.3$, $\mu_y = 0.1$, and $\mu_r = 0.5$ and with $\mu_\pi = 0.5$, $\mu_y = 0.3$, and $\mu_r = 0.9$. As discussed below, these parameter values are inside the range of empirical estimates that have been obtained. Finally, an extreme expectational model—with $\mu_\pi = \mu_y = 0.8$ and $\mu_r = 0.9$—is also considered.

The other parameters in the model—the interest rate sensitivity, $\beta_r$, the persistence of output, $\beta_y$, and the slope of aggregate supply, $\alpha_y$—are less contentious empirically, and they are calibrated to approximate typical empirical values (discussed below), with $\beta_r = 0.1$, $\beta_y = 0.95$, and $\alpha_y = 0.1$. Inspection of the coefficients of the reduced form in Equation (10) suggests that the partials $\partial \theta_j / \partial g_k$, for $j = y, i, \pi$ or $\pi$ and $k = y$ or $y$, do not significantly depend on $\beta_y$ and $\alpha_y$, and, indeed, plausible variation in these two parameters does not appreciably alter the results in Table 1 regarding the importance of the Lucas critique. In contrast, variation in $\beta_r$ is quite important, as nearly all of the partials $\partial \theta_j / \partial g_k$ depend directly on the size of $\beta_r$. Intuitively, with a large $\beta_r$, the economy is very responsive to movements in the policy rate; therefore, changes in the policy rule have magnified effects on the reduced form dynamics. To illustrate this effect, Table 1 also provides the reduced form coefficients assuming that $\beta_r = 0.2$.

Consider first the extreme example of the forward-looking model with $\mu_\pi = \mu_y = 0.8$ and $\mu_r = 0.9$. As shown in the bottom rows of Table 1, in this case, there are fairly large changes in the reduced form across the three policy rules. Furthermore, when $\beta_r = 0.2$ (the columns on the right) the effects of the changes in the policy rule are
at times almost twice as large as when \( \beta_r = 0.1 \) (the middle columns). For example, the range of variation in \( \theta \) is 0.28 across the three policy rules when \( \beta_r = 0.1 \), but it is 0.42 when \( \beta_r = 0.2 \). The intermediate expectational models in the middle rows of Table 1 (with \( \mu_\pi = 0.3 \), \( \mu_y = 0.1 \), and \( \mu_r = 0.5 \) and with \( \mu_\pi = 0.5 \), \( \mu_y = 0.3 \), and \( \mu_r = 0.9 \)) give similar but much more moderate results.

In Table 1, models with larger expectational weights demonstrate larger Lucas critique effects (i.e., larger policy-induced changes in the reduced form). However, this result is not general and does not hold, for example, in the contemporaneous expectational model:

\[
\begin{align*}
y_t &= \beta_y(y_{t-1} + \mu_y E_y y_{t+1}) - \beta_r r_{t-1} + \eta_t, \\
r_{t-1} &= (1 - \mu_y)(i_{t-1} - \pi_{t-1}) + \mu_y(i_t - E_\pi \pi_{t+1}), \\
\pi_t &= (1 - \mu_\pi)\pi_{t-1} + \mu_\pi E_\pi \pi_{t+1} + \alpha_y y_{t-1} + \epsilon_t.
\end{align*}
\]

In this model, the timing of expectations formation differs from Equations (3)–(5) but is closer to the usual New Keynesian specification. Specifically, the inflation equation uses a “sticky price” \( E_\pi \pi_{t+1} \) formulation, rather than a “sticky information” \( E_{t-1} \pi_t \) formulation in the lagged expectational model (see Mankiw and Reis 2001). Also, the timing of expectations formation in the output equation matches the consumption Euler equation, with \( y_t \) depending on \( E_\pi \pi_{t+1} \) and \( i_t - E_\pi \pi_{t+1} \), rather than on \( E_{t-1} y_t \) and \( E_{t-1}(i_t - \pi_t) \). This contemporaneous expectational model also can capture a wide range of explicit forward-looking behavior through variation in the parameters \( \mu_\pi \), \( \mu_y \), and \( \mu_r \).

When coupled with the policy rule (Equation 8), the contemporaneous expectational model has a general reduced form of

\[
\begin{bmatrix}
y_t \\
\pi_t \\
i_t
\end{bmatrix}
= B_1
\begin{bmatrix}
y_{t-1} \\
\pi_{t-1} \\
i_{t-1}
\end{bmatrix}
+ B_0
\begin{bmatrix}
\eta_t \\
\epsilon_t \\
\pi_t
\end{bmatrix}.
\]

In this model, changes in the policy rule affect the coefficients of the reduced form \( (B_1) \) and the covariance matrix of the reduced-form errors (through variation in \( B_0 \)).

Table 2 displays this variation for the output and inflation reduced forms, which are rewritten as

\[
\begin{align*}
y_t &= b_{y_0} y_{t-1} + b_{y_\pi} \pi_{t-1} + b_{y_i} i_{t-1} + b_{y_\eta} \eta_t + b_{y_\xi} \xi_t, \\
\pi_t &= b_{\pi_0} y_{t-1} + b_{\pi_\pi} \pi_{t-1} + b_{\pi_i} i_{t-1} + b_{\pi_\eta} \eta_t + b_{\pi_\xi} \xi_t.
\end{align*}
\]

An analytical solution is unavailable, so the parameter values were obtained numerically (assuming again that \( \beta_r = 0.1, \beta_y = 0.95, \) and \( \alpha_y = 0.1 \)). As in Table 1,

9. The application of the Lucas critique to the covariance matrix of the reduced form shocks is perhaps underappreciated, though see Walsh (1984) for early discussion.

10. The parameter values were obtained numerically using the AIM algorithm, which solves dynamic linear rational expectations models and is described in Anderson and Moore (1985) and at http://www.federalreserve.gov/pubs/oss/oss4/aimindex.html.
four different structural models with varying expectational weights ($\mu_\pi$, $\mu_y$, and $\mu_r$) are considered, along with three different monetary policy rules with varying response coefficients ($g_\pi$ and $g_y$). For the three forward-looking models, the dependence of the reduced forms on the policy rule is clear, but the parameter shifts remain fairly small—no larger, on balance, than in Table 1. However, in contrast to the lagged expectational model, the size of the response of the reduced form parameters to a policy shift is not strictly increasing as the expectational weights increase. This result reflects the extreme stationarity of the very forward-looking model under policy commitment and is discussed further in the empirical application below.

Overall, the Lucas critique clearly operates in both of these theoretical models. However, the results in Tables 1 and 2 highlight the question of whether the policy-induced changes in the reduced form are economically and statistically significant. That is, are changes in the reduced form important by some economic metric? And, can policy-induced changes in the reduced form be detected statistically in a given sample of macroeconomic data? As usual in econometrics, the answers to these two questions may differ. In any case, answering such questions about the economic and statistical importance of the Lucas critique in the real world requires obtaining models and rules that are empirically based, as provided in the next two sections.

2. EMPIRICAL MONETARY POLICY MODELS

New Keynesian models of the kind illustrated above allow expectations of policy to play an important role in the determination of the reduced form. Much of the appeal of these models lies in their theoretical foundation, but there have also been empirical implementations, including Fuhrer (2000) and Rudebusch (2002a). For estimation with quarterly data, some modification of the above equations seems appropriate. In particular, given the observed length of real world contracts, delays in information flows, and decision lags, an expanded model with longer quarterly leads and lags is specified here as

$$y_t = \mu_y E_{t-1} y_{t+1} + (1 - \mu_y) \sum_{j=1}^{3} \beta_{yl} y_{t-j} - \beta_y r_{t-1} + \eta_t, \quad (17)$$

$$r_{t-1} = \mu_r (E_{t-1} \bar{r}_{t+3} - E_{t-1} \bar{r}_{t+4}) + (1 - \mu_r) (\bar{r}_{t-1} - \bar{r}_{t-1}), \quad (18)$$

$$\pi_t = \mu_\pi E_{t-1} \bar{\pi}_{t+3} + (1 - \mu_\pi) \sum_{j=1}^{4} \alpha_\pi \bar{\pi}_{t-j} + \alpha_y y_{t-1} + \varepsilon_t, \quad (19)$$

where $\bar{\pi}_t$ is the four-quarter inflation rate, and $\bar{r}_t$ is a four-quarter average of past interest rates (i.e., $\bar{\pi}_t = 1/4 \sum_{j=0}^{3} \pi_{t-j}$ and $\bar{r}_t = 1/4 \sum_{j=0}^{3} r_{t-j}$). Thus, $E_{t-1} \bar{\pi}_{t+3}$ represents the expectation of average inflation over the next year, and $r_{t-1}$ is defined as

11. I have conducted the analysis below with the Fuhrer (2000) model and obtained similar results.
<table>
<thead>
<tr>
<th>Model Rule</th>
<th>Output reduced form</th>
<th>Inflation reduced form</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_r$</td>
<td>$\mu_y$</td>
<td>$\mu_{\pi}$</td>
</tr>
<tr>
<td>0 0 0</td>
<td>0.5 1.1</td>
<td>0.95</td>
</tr>
<tr>
<td>0 0 0</td>
<td>0.5 2.5</td>
<td>0.95</td>
</tr>
<tr>
<td>0 0 0</td>
<td>1.0 2.5</td>
<td>0.95</td>
</tr>
<tr>
<td>0.5 0.1 0.5 1.1</td>
<td>0.93</td>
<td>-0.05</td>
</tr>
<tr>
<td>0.5 0.1 0.5 2.5</td>
<td>0.90</td>
<td>-0.05</td>
</tr>
<tr>
<td>0.5 0.1 1.0 2.5</td>
<td>0.87</td>
<td>-0.05</td>
</tr>
<tr>
<td>0.9 0.5 0.8 0.8 1.1</td>
<td>0.75</td>
<td>-0.01</td>
</tr>
<tr>
<td>0.9 0.5 0.8 0.8 2.5</td>
<td>0.75</td>
<td>-0.01</td>
</tr>
<tr>
<td>0.9 0.5 0.8 2.5</td>
<td>0.70</td>
<td>-0.01</td>
</tr>
<tr>
<td>0.9 0.8 0.8 0.8 1.1</td>
<td>0.22</td>
<td>-0.01</td>
</tr>
<tr>
<td>0.9 0.8 0.8 0.8 2.5</td>
<td>0.18</td>
<td>-0.01</td>
</tr>
<tr>
<td>0.9 0.8 0.8 1.0 2.5</td>
<td>0.17</td>
<td>-0.01</td>
</tr>
</tbody>
</table>
a weighted combination of an ex ante one-year rate and an ex post one-year rate.\textsuperscript{12} (In this model, the restriction that $\sum_{t=1}^{4} \alpha_{t} = 1$ is also imposed.)

As above, this model allows consideration of a wide range of explicit forward-looking behavior in the determination of inflation and output by varying the values of $\mu_{\pi}$, $\mu_{y}$, and $\mu_{r}$. Empirical evidence on the values of $\mu_{\pi}$, $\mu_{y}$, and $\mu_{r}$ in this model and other similar ones has been decidedly mixed. A completely backward-looking model with $\mu_{\pi} = \mu_{y} = \mu_{r} = 0$ has had some success in approximating the U.S. data, as shown in Rudebusch and Svensson (1999), Rudebusch (2001), and Estrella and Fuhrer (2002). The many available empirical estimates described in Rudebusch (2002a) suggest that a very broad plausible range for $\mu_{\pi}$ is between 0 and 0.6. For example, Fuhrer (1997) estimates $\mu_{\pi}$ to be about 0, Rudebusch (2002a) estimates $\mu_{\pi} = 0.3$, while Fuhrer and Moore (1995) assume $\mu_{\pi} = 0.5$. For $\mu_{r}$, which governs the forward-looking behavior in interest rates that is relevant for output determination, it is hard to obtain any decisive empirical evidence on an appropriate value given the collinearity of many interest rates (e.g., Fuhrer and Moore 1995). For $\mu_{y}$, almost all empirical models have assumed a value of 0 (e.g., Fuhrer and Moore 1995), which is consistent with the estimates of Fuhrer and Rudebusch (2002). However, the estimated habit persistence model of Fuhrer (2000) suggests a $\mu_{y}$ approximately equal to 0.3 (see Rudebusch 2002a).

In order to consider a broad range of possible expectational behavior, the analysis below focuses on four different models:

- A completely lagged autoregressive Model 0, with $\mu_{\pi} = \mu_{y} = \mu_{r} = 0$;
- A modestly forward-looking Model 1, with $\mu_{\pi} = 0.3$, $\mu_{y} = 0.1$, and $\mu_{r} = 0.5$;
- A very forward-looking Model 2, with $\mu_{\pi} = 0.5$, $\mu_{y} = 0.3$, and $\mu_{r} = 0.9$;
- An extremely forward-looking Model 3, with $\mu_{\pi} = 0.8$, $\mu_{y} = 0.8$, and $\mu_{r} = 0.9$.

Models 0, 1, and 2 all appear largely consistent with the data. In contrast, Model 3 appears implausibly forward-looking (see Estrella and Fuhrer, 2000, Rudebusch, 2002a) and is included to provide an extreme expectational model in which to assess the Lucas critique.

The other parameters in the model Equations (17) and (18) are set equal to the values given in Table 3. These specific parameter values—and their associated standard errors—match the estimates given in Rudebusch (2002a) that are obtained from postwar U.S. data.\textsuperscript{13} Others have provided similar parameter estimates

\textsuperscript{12} With quarterly data, expectations in this model are a hybrid of the two theoretical models presented above, which are often considered appropriate at an annual frequency. In particular, although expectations are formed in quarter $t - 1$, which seems reasonable given real-world lags, agents do look forward beyond time $t$. Specifically, the rationale for the New Keynesian output equation rests on the consumption Euler equation, which when applied to nondurables and services is written in terms of a one-period interest rate and expectations (although empirically a period has been variously defined as a month, quarter, or year). For GDP as a whole, durable goods plausibly respond to a longer duration interest rate, but output expectations are typically dated one period ahead. (See Fuhrer and Rudebusch 2002.)

\textsuperscript{13} The specific data constructions used are as follows. The interest rate $i_{t}$ is the quarterly average overnight funds rate in percent. Quarterly inflation is annualized and in percent and based on the GDP chain-weighted price index (denoted $P_{t}$), so $\pi_{t} = 400(\ln P_{t} - \ln P_{t-1})$. The output gap is defined as the percent difference between real GDP ($Q_{t}$) and potential output ($Q_{t}^{P}$) as estimated by the Congressional Budget Office (i.e., $y_{t} = 100(Q_{t} - Q_{t}^{P})/Q_{t}^{P}$).
with different data definitions and with slight variations of the model (see Clark, Laxton, and Rose, 1996, Rudebusch, 2001, Smets, 1999, Laubach and Williams, 2003). The robustness of the results to variation in these parameters is discussed below.

3. EMPIRICAL MONETARY POLICY RULES

As a second element, an empirical assessment of the Lucas critique also requires a plausible change in the policy rule. Many recent studies have estimated models of central bank behavior based on the Taylor rule (Equation 8). Furthermore, almost all of these have allowed for a structural shift in the specification of U.S. monetary policy between the early postwar period and the past decade or two.

For example, Taylor (1999, p. 330) estimates Equation (8) and finds that from 1960:Q1 through 1979:Q4 the Federal Reserve followed the rule (ignoring constants)

\[ i_t = 0.81\pi_t + 0.25y_t + \xi_t, \quad (20) \]

where the coefficient standard errors are given in parentheses. In contrast, over the period 1987:Q1 through 1997:Q3, Taylor estimates the rule

\[ i_t = 1.53\pi_t + 0.77y_t + \xi_t. \quad (21) \]

Taylor (1999) focuses on the important economic differences between these two rules. However, given the large numerical differences in the coefficients relative to their standard errors, a formal statistical test of the null of no change would clearly be rejected. Below, these two estimated Rules (20) and (21), which will be denoted as the Ta and Tb rules, respectively, are each incorporated into a New Keynesian model, and the resulting reduced forms are compared.

Other authors have estimated similar rules but with added dynamics and different timings for output and inflation. For example, Clarida, Galí, and Gertler (2000,
p. 161) estimate a specification of the Taylor rule in which the Fed sets the average funds rate in quarter \( t \) in response to forecasts of inflation and the output gap based on information at time \( t - 1 \). For the period 1960:Q1 through 1979:Q2, they estimate a rule:

\[
i_t = 0.27(0.86E_{\Delta t-4} + 0.34E_{\Delta t-1}y_t) + 0.73i_{t-1} + \xi_t, \quad (22)
\]

and for the later period 1979:Q3 through 1996:Q4, they estimate

\[
i_t = 0.22(2.62E_{\Delta t-4} + 0.83E_{\Delta t-1}y_t) + 0.78i_{t-1} + \xi_t. \quad (23)
\]

The response coefficients associated with these forecast-based rules are higher than in the Ta and Tb rules, which is not surprising given the smoothness of forecasts relative to actual outcomes. Also, the lagged interest term is extremely helpful in fitting the persistent dynamics of the interest rate. 14 Rules (22) and (23) give an alternative view of postwar U.S. monetary policy to be considered, which I denote as the CCGa and the CCGb rules, respectively.

Finally, Estrella and Fuhrer (2000) use another empirical variant of the Taylor rule in their study of the stability of macroeconomic relationships. They find a very significant structural break in the policy rule just after 1980:Q3. Estimated over the early 1966:Q1 through 1980:Q3 sample,15 their reaction function—denoted EFa—is

\[
i_t = 0.29(1.46E_{\Delta t-1} + 1.03y_{t-1}) + 1.18i_{t-1} - 0.47i_{t-2} + \xi_t, \quad (24)
\]

while estimated over 1980:Q4 to 1996:Q4—the EFb rule—the results are

\[
i_t = 0.31(1.88E_{\Delta t-1} + 0.46y_{t-1}) + 0.77i_{t-1} - 0.08i_{t-2} + \xi_t. \quad (25)
\]

These six rules—Ta, Tb, CCGa, CCGb, EFa, and EFb—give a wide range of estimates for historical changes in the policy rule. 16 As has been stressed by their various authors, there appear to be significant statistical and economic differences between these early-sample and later-sample rules, so such rules provide an excellent framework for exploring the Lucas critique.

14. Note, however, that such lagged dynamics are often given a partial adjustment or interest rate smoothing interpretation that has been discredited by Rudebusch (2002b) using term structure evidence. Also, this specification is a minor simplification over the one in Clarida, Galí, and Gertler (2000) because they include two lags of the interest rate; however, since they report only the sum of the lag coefficients, the two lags have been collapsed into one.

15. Estrella and Fuhrer (2000) do not actually provide subsample coefficient estimates. I replicated their full sample estimates and then produced analogous subsample ones.

16. Another way to model central bank behavior is to specify the central bank objective function directly rather than estimating a reaction function, that is, use a targeting rule rather than an instrument rule, as described in Rudebusch and Svensson (1999). In this interpretation of postwar U.S. monetary policy, one factor for the differential inflation performance in the 1970s versus the 1980s may have been the lower weight on output stabilization, \( \lambda \), during the latter period (Judd and Rudebusch 1998). I obtained similar results to those below with optimal Taylor rules for each model assuming a loss function with \( \lambda = 4 \) for the earlier “a” period and \( \lambda = 0.25 \) for the latter “b” period.
4. THE EMPIRICAL RELEVANCE OF THE LUCAS CRITIQUE

4.1 Baseline Statistical Results

The equations of the autoregressive, nonexpectational Model 0 (Equations (17)–(19) with \( \mu_\pi = \mu_y = \mu_r = 0 \) can be written

\[
y_t = \beta_{y1}y_{t-1} + \beta_{y2}y_{t-2} - \beta_{r} (t_{t-1} - \pi_{t-1}) + \eta_t , \tag{26}
\]

\[
\pi_t = \sum_{j=1}^{4} \alpha_\pi\pi_{t-j} + \alpha_y y_{t-1} + \epsilon_t . \tag{27}
\]

These equations are a surprisingly popular framework for monetary policy analysis (e.g., Rudebusch and Svensson, 1999, 2002, Smets, 1999, Onatski and Stock, 2002, Laubach and Williams, 2003, Dennis, 2001). They are also precisely the type of model that Lucas (1976) cautioned against using in policy rule evaluations. If economic agents are rationally forward-looking, then, according to the Lucas critique, the parameters of this model will be unstable across different policy regimes just as were the parameters of the reduced forms in Section 1.

The key issue, however, is the economic and statistical importance of this instability. To investigate these questions, the Model 0 Equations (26) and (27) are estimated on simulated data drawn from repeated samples with varying policy regimes, and the resulting autoregressive coefficient estimates are examined for instability. Four different models—the Models 0–3 above—are used to generate these data samples. Of course, when Model 0 generates the data, Equations (26) and (27) will be properly specified and stable across policy regimes. However, if an expectational Model 1, 2, or 3 generates the data, then the parameters of the estimated Model 0 will be unstable across different policy regimes. In each data sample, 120 observations are generated from a particular model with a first-half policy rule, and then 120 observations are generated from that same model with a second-half policy rule. Thus, the (potentially forward-looking) structural output and inflation equations of the data-generating process are held fixed throughout the sample.

Each policy rule is assumed to be perfectly credible during its own regime; that is, agents know the rule and assume that it will be followed. Specifically, in each policy regime, the unique stationary rational expectations “commitment” solution for the policy rule is used to generate data (using the AIM algorithm as above). Thus, observations are generated on the assumption that the change in the rule is completely unanticipated but is immediately recognized after it takes place. Of course,

17. The data are constructed and Model 0 equations are estimated with no constants. The shift in postwar monetary policy may have included a decrease in the inflation target, which would imply a shift in the Taylor rule constant and a shift in the estimated constant in the inflation reduced form (if the true model is forward-looking). This obvious Lucas critique effect in constant terms is not considered. Furthermore, with regard to constant terms, note that a historical shift in the equilibrium real rate that is perceived by policymakers would change constants in the policy rule and the output reduced form in a fashion that would spuriously suggest a Lucas critique effect.

18. The initial conditions for the first policy rule sample are random draws from their unconditional distribution. The initial conditions for the second policy rule sample are the last few observations of the first sample.
any learning or uncertainty about the regime would make it more difficult to detect the policy shift in the estimated equations (unknown breakpoint tests would have to be used, for example), so this experiment maximizes the ability to detect structural shifts.

This methodology also limits the analysis to consideration of only stationary combinations of policy rules and structural models. However, some of the above estimated rules induce dynamic instability. Specifically, the $T_a$ and $CGG\alpha_a$ rules have long-run inflation response coefficients of 0.81 and 0.86, respectively, which violate the intuitive rule that nominal interest rates must respond by more than one-for-one to changes in inflation in order to control the economy (the so-called “Taylor principle”). Of course, the researchers who produced these empirical estimates argue that historically the Fed could have followed these unstable rules at first and then switched to a stable rule when the economy started to get out of control. Indeed, this is one interpretation of the U.S. experience during the 1970s and 1980s. However, unstable rules are problematic for this assessment of the Lucas critique, which contrasts the reduced forms from different policy rules under the assumption that at any given time the prevailing policy rule is permanent. This methodology requires stable systems. Therefore, to induce stability, the inflation response coefficients in the $T_a$ and $CGG\alpha_a$ rules are adjusted up by about 30% to 1.1. (Clarida, Gali, and Gertler, 2000 make a similar adjustment.) To maintain the approximate difference between the first and second sample rules, the inflation response coefficients for the $T_b$ and $CGG\alpha_b$ rules are also boosted up by about 30% to 2.1 and 3.4, respectively. All results below use these redefined rules.

Also, it is worth noting that Model 0 represents a particular autoregressive model with limits on the number of lags and other restrictions. This representation is a quasi-reduced form that only approximates the true reduced form of the forward-looking model. Of course, in practice, the econometrician does not know the correct specification of the reduced form, so examining the stability of this popular autoregressive model is useful. In any case, essentially identical results were obtained using an unrestricted VAR with four lags as the estimated reduced form.

Table 4 provides statistical evidence on the detectability of Lucas critique instability in this framework. Each entry in the table provides the proportion of 5000 repeated samples in which the Chow test statistic exceeded the 5% theoretical critical value, which indicates rejection of the null hypothesis of structural stability. Roughly speaking, these are $p$-values for the rejection of the stability null and can be used to assess both the size and power of the Chow test.

19. Obviously, Lucas’s dynamic optimization problem cannot be constructed for an unstable system. This problem highlights the contention of Sims (1982) that Lucas (1976) is based on an unrealistic situation where policy rules that may change are considered permanent. If agents realize that policymakers probabilistically switch between two alternative rules, then even if one of the rules is dynamically unstable, the complete system may not be.

20. For each model and rule combination, 5000 samples of 120 observations are generated using normally distributed structural shocks with the standard errors shown in Table 3. The policy rule is assumed to be followed without error. The results were essentially unchanged to variation in the variances of the structural shocks or to added policy noise. Also, similar results were obtained for other combinations of the rules, such as a first sample $T_a$ rule and a second sample $CGG\beta$ rule.
TABLE 4
PROBABILITIES OF REJECTING THE NULL HYPOTHESIS OF PARAMETER STABILITY FOR ESTIMATED MODEL 0 EQUATIONS

<table>
<thead>
<tr>
<th>Policy rule</th>
<th>Second half</th>
<th>Estimated equation</th>
<th>Model used to generate data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First half</td>
<td></td>
<td>Model 0</td>
</tr>
<tr>
<td>Ta</td>
<td>Ta</td>
<td>Output</td>
<td>0.050</td>
</tr>
<tr>
<td>Ta</td>
<td>Ta</td>
<td>Inflation</td>
<td>0.046</td>
</tr>
<tr>
<td>Tb</td>
<td>Tb</td>
<td>Output</td>
<td>0.050</td>
</tr>
<tr>
<td>Tb</td>
<td>Tb</td>
<td>Inflation</td>
<td>0.043</td>
</tr>
</tbody>
</table>

Panel A. Same Policy Rule Used in First and Second Halves of Sample

Panel B. Different Policy Rules Used in First and Second Halves of Sample

Notes: A given model (Model 0, 1, 2, or 3) is used to generate 240 observations using a policy rule that may differ across the first and second halves of the sample. The table entries are p-values—using 5% theoretical critical values—of the null hypothesis that the estimated (Model 0) output and inflation equations are stable.

First, consider the empirical size of the test. In the top two rows of Table 4, the policy rule Ta is used in both the first and second halves of each sample, so there is no instability in the data-generating process. Both the output and inflation equations of the autoregressive Model 0 are estimated (by single-equation OLS) for the whole sample and for each half. The proportions of rejections for Model 0 with the Ta rule used in each half are 5% for the output equation and 4.6% for inflation, so the Chow test is well sized in this case (empirical size is close to nominal size). Indeed, the Chow test was similarly well sized when the Tb, CGGa, CGGb, EFa, and EFb rules were used in both halves of the sample (the Tb results are shown in lines 3 and 4, while the other results are omitted to save space).

Panel B in Table 4 provides results when the policy rule differs across the first and second halves of the sample. However, the Model 0 column of results continues to reflect the size of the Chow test. As noted above, even when the policy rule is changed during the sample, the Model 0 data-generating process is autoregressive, so the estimated Model 0 coefficients should be identified as stable. Indeed, all of p-values generated by Model 0 are close to 5%, so the theoretical critical values for the Chow test appear to be appropriate.

The results for the forward-looking Models 1–3 in Panel B go to the heart of the Lucas critique. These 18 p-values indicate the likelihood of rejecting the (incorrect) null of structural stability. If the Lucas critique were important statistically, then there would be significant differences among the quasi-reduced-form Model 0 output and inflation equations that were estimated from expectational systems with changing
monetary policy rules. However, the median $p$-value in this block of entries is 0.06, so on average the power of the Chow test in this case is not very different from the nominal size of the 5% test. The maximum proportions of rejections are 15.8% for the output equation and 13.4% for the inflation equation—little evidence of a structural break. Thus, in this setting, there appears to be little evidence that the Lucas critique can be detected statistically. The fact that changes in the estimated Model 0 coefficients induced by the policy shifts cannot be detected statistically may reflect the low power of the Chow test; however, it should be stressed that the correct breakpoint is assumed to be known, which unrealistically boosts the ability of the test to detect a breakpoint.

All of the results in Table 4 are generated with the theoretical critical values relevant for the sample size and number of regressors (2.643 for the output equation and 2.253 for the inflation equation). A slightly different perspective is provided in Table 5, which is constructed just like Table 4 except with critical values that are precisely tailored to the analysis (the procedure used in Lindé 2001, for example). Panel A in Table 5 provides the exact 5% cut-off values for the Chow statistics when the same policy rule is used in each half of each sample. Panel B then uses these exact 5% critical values to calculate results for tests with a size of precisely 5%. The resulting power estimates in Panel B are little different from those in Table 4; however, there is an interesting question as to which set of results is more appropriate. The results in Table 5 are based on an exact sized test; however,

---

**Table 5**

Size-Adjusted Probabilities of Rejecting the Null Hypothesis of Parameter Stability for Estimated Model 0 Equations

<table>
<thead>
<tr>
<th>Policy rule</th>
<th>Model used to generate data</th>
<th>Estimated equation</th>
<th>Model 0</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First half</td>
<td>Second half</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ta</td>
<td>Ta</td>
<td>Output</td>
<td>2.64</td>
<td>2.54</td>
<td>2.55</td>
<td>2.62</td>
</tr>
<tr>
<td>Ta</td>
<td>Ta</td>
<td>Inflation</td>
<td>2.21</td>
<td>2.11</td>
<td>2.06</td>
<td>2.14</td>
</tr>
<tr>
<td>CGGa</td>
<td>CGGa</td>
<td>Output</td>
<td>2.61</td>
<td>2.55</td>
<td>2.55</td>
<td>2.61</td>
</tr>
<tr>
<td>CGGa</td>
<td>CGGa</td>
<td>Inflation</td>
<td>2.21</td>
<td>2.10</td>
<td>2.07</td>
<td>2.14</td>
</tr>
<tr>
<td>EFa</td>
<td>EFa</td>
<td>Output</td>
<td>2.65</td>
<td>2.63</td>
<td>2.67</td>
<td>2.62</td>
</tr>
<tr>
<td>EFa</td>
<td>EFa</td>
<td>Inflation</td>
<td>2.19</td>
<td>2.13</td>
<td>2.13</td>
<td>2.14</td>
</tr>
</tbody>
</table>

Panel A. Empirical 5% Critical Values for Same Policy Rule in Both Subsamples

Panel B. $p$-Values Based on Empirical 5% Critical Values for First Subsamples

Notes: A given model (Model 0, 1, 2, or 3) is used to generate 240 observations using a policy rule that may differ across the first and second halves of the sample. Panel A shows exact empirical 5% critical values for a Chow test of the null hypothesis that the estimated (Model 0) output and inflation equations are stable. The $p$-values in Panel B are based on these critical values.
they also assume that the econometrician has sufficient information about the underlying true structural model and policy rules to construct the relevant simulation experiment to calculate the exact critical values. As noted above in choosing a reduced form specification, such information likely would not be available to the econometrician in the real world.

4.2 Economic Importance of the Lucas Critique

Changes in the reduced form that are not detected statistically may be important economically. To examine economic importance, Table 6 reports the average coefficient estimates of Model 0 for the three expectational models and the six policy rules. For each combination, the averages are based on 5000 samples of 120 observations, with standard errors given in parentheses. The first two columns list the model and the rule used to generate the data. The next three columns give the average estimates of the output equation parameters: the own-lag coefficients, $\beta_y$ and $\beta_y$, and the interest rate sensitivity, $\beta_r$. The next six columns give the average estimates of the inflation equation parameters: the own-lag coefficients, $\alpha_{\pi_1}$, $\alpha_{\pi_2}$, $\alpha_{\pi_3}$, and $\alpha_{\pi_4}$, the slope coefficient $\alpha_y$, and the average sum of the own-lag inflation coefficients, $\sum_{j=1}^4 \alpha_{\pi_j}$. The final column provides values of a loss function, which are described below.

For a given data-generation model, the differences in Model 0 parameter estimates across various rows are quite small in relation to the standard errors, which confirms the Chow test results in Table 4. However, from Table 6, it is also clear that the numerical differences among the various reduced forms for any one of the three structural models are economically quite modest. The Chow test results are not being driven by large standard errors but by small differences in the reduced form coefficients.

As an example, consider a thought experiment in which a policymaker follows one of the six empirical policy rules for 30 years and then estimates Model 0 on the resulting data. Would the dynamics of that estimated Model 0 depend importantly on the specific policy rule employed during the sample? The analysis of Sargent (1999) suggests that the estimated dynamics would vary significantly with the policy rule. As a metric, Sargent (1999) uses the sum of the own-lag coefficients in the inflation equation, $\sum_{j=1}^4 \alpha_{\pi_j}$. (In certain situations, whether this sum equals one suggests whether the natural rate hypothesis is true.) Sargent argues that this sum will vary greatly as the monetary policy rule is changed. In fact, for the empirically relevant models and rules considered here, the variation appears quite modest. Across the policy rules, the range of variation in the average estimates of this sum is only 0.04, 0.18, and 0.13 for Models 1–3, respectively.

21. Indeed, there is a cyclical dynamic in Sargent’s story because the lag coefficient sum varies as U.S. monetary policymakers alter the policy rule based on their beliefs about the validity of the natural rate hypothesis, and these beliefs are derived from an inspection of the sum of the lag coefficients. 22. Note that the size of the variation does not increase monotonically with the expectational weights, which is similar to the result obtained in Table 2. These smaller changes in the reduced form also are reflected in the fact that the power of the Chow test does not increase monotonically with the expectational weights in Table 4. From the impulse responses in Figure 3, it is clear that Model 3 reverts to the steady state very quickly after a shock regardless of the policy rule.
## TABLE 6
**Estimated Model 0 Coefficients for Various Models and Rules**

<table>
<thead>
<tr>
<th>Model</th>
<th>Rule</th>
<th>$\beta_{1}$</th>
<th>$\beta_{2}$</th>
<th>$\beta_{3}$</th>
<th>$\alpha_{a1}$</th>
<th>$\alpha_{a2}$</th>
<th>$\alpha_{a3}$</th>
<th>$\alpha_{h4}$</th>
<th>$\alpha_{v}$</th>
<th>$\sum_{l=0}^{\infty} \alpha_{l}$</th>
<th>Model 0 loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Ta</td>
<td>1.12 (0.06)</td>
<td>-0.28 (0.06)</td>
<td>0.07 (0.03)</td>
<td>0.65 (0.06)</td>
<td>-0.05 (0.08)</td>
<td>0.35 (0.07)</td>
<td>0.03 (0.06)</td>
<td>0.20 (0.04)</td>
<td>0.99 (0.02)</td>
<td>13.84</td>
<td></td>
</tr>
<tr>
<td>1 Tb</td>
<td>1.09 (0.09)</td>
<td>-0.27 (0.09)</td>
<td>0.11 (0.04)</td>
<td>0.64 (0.09)</td>
<td>-0.06 (0.11)</td>
<td>0.35 (0.11)</td>
<td>0.03 (0.09)</td>
<td>0.19 (0.06)</td>
<td>0.96 (0.05)</td>
<td>9.01</td>
<td></td>
</tr>
<tr>
<td>1 CGGa</td>
<td>1.12 (0.09)</td>
<td>-0.28 (0.09)</td>
<td>0.06 (0.11)</td>
<td>0.65 (0.09)</td>
<td>-0.05 (0.11)</td>
<td>0.35 (0.10)</td>
<td>0.03 (0.09)</td>
<td>0.20 (0.06)</td>
<td>0.99 (0.03)</td>
<td>14.71</td>
<td></td>
</tr>
<tr>
<td>1 CGGb</td>
<td>1.08 (0.09)</td>
<td>-0.28 (0.08)</td>
<td>0.10 (0.03)</td>
<td>0.64 (0.09)</td>
<td>-0.06 (0.11)</td>
<td>0.35 (0.11)</td>
<td>0.02 (0.09)</td>
<td>0.20 (0.06)</td>
<td>0.95 (0.07)</td>
<td>8.31</td>
<td></td>
</tr>
<tr>
<td>1 EFa</td>
<td>1.10 (0.09)</td>
<td>-0.29 (0.09)</td>
<td>0.09 (0.05)</td>
<td>0.65 (0.09)</td>
<td>-0.06 (0.11)</td>
<td>0.35 (0.10)</td>
<td>0.03 (0.09)</td>
<td>0.19 (0.06)</td>
<td>0.97 (0.04)</td>
<td>10.39</td>
<td></td>
</tr>
<tr>
<td>1 EFb</td>
<td>1.14 (0.09)</td>
<td>-0.32 (0.08)</td>
<td>0.11 (0.04)</td>
<td>0.65 (0.09)</td>
<td>-0.06 (0.11)</td>
<td>0.35 (0.11)</td>
<td>0.02 (0.09)</td>
<td>0.22 (0.05)</td>
<td>0.98 (0.04)</td>
<td>9.69</td>
<td></td>
</tr>
<tr>
<td>2 Ta</td>
<td>1.06 (0.09)</td>
<td>-0.31 (0.09)</td>
<td>0.03 (0.12)</td>
<td>0.60 (0.09)</td>
<td>0.00 (0.11)</td>
<td>0.29 (0.10)</td>
<td>0.01 (0.09)</td>
<td>0.27 (0.06)</td>
<td>0.89 (0.05)</td>
<td>7.06</td>
<td></td>
</tr>
<tr>
<td>2 Tb</td>
<td>0.98 (0.09)</td>
<td>-0.29 (0.09)</td>
<td>0.10 (0.06)</td>
<td>0.54 (0.09)</td>
<td>-0.03 (0.10)</td>
<td>0.27 (0.10)</td>
<td>0.00 (0.09)</td>
<td>0.20 (0.07)</td>
<td>0.79 (0.09)</td>
<td>3.59</td>
<td></td>
</tr>
<tr>
<td>2 CGGa</td>
<td>1.05 (0.09)</td>
<td>-0.30 (0.09)</td>
<td>0.03 (0.12)</td>
<td>0.60 (0.09)</td>
<td>0.00 (0.11)</td>
<td>0.29 (0.10)</td>
<td>0.01 (0.09)</td>
<td>0.26 (0.06)</td>
<td>0.90 (0.05)</td>
<td>6.90</td>
<td></td>
</tr>
<tr>
<td>2 CGGb</td>
<td>0.96 (0.09)</td>
<td>-0.31 (0.09)</td>
<td>0.10 (0.05)</td>
<td>0.52 (0.09)</td>
<td>-0.04 (0.10)</td>
<td>0.25 (0.10)</td>
<td>0.00 (0.09)</td>
<td>0.18 (0.07)</td>
<td>0.73 (0.12)</td>
<td>3.13</td>
<td></td>
</tr>
<tr>
<td>2 EFa</td>
<td>0.99 (0.09)</td>
<td>-0.34 (0.09)</td>
<td>0.03 (0.06)</td>
<td>0.54 (0.09)</td>
<td>-0.02 (0.10)</td>
<td>0.27 (0.10)</td>
<td>0.01 (0.09)</td>
<td>0.19 (0.08)</td>
<td>0.80 (0.09)</td>
<td>3.67</td>
<td></td>
</tr>
<tr>
<td>2 EFb</td>
<td>1.12 (0.10)</td>
<td>-0.39 (0.09)</td>
<td>0.05 (0.07)</td>
<td>0.52 (0.09)</td>
<td>-0.04 (0.10)</td>
<td>0.25 (0.10)</td>
<td>-0.01 (0.09)</td>
<td>0.22 (0.06)</td>
<td>0.72 (0.09)</td>
<td>4.01</td>
<td></td>
</tr>
<tr>
<td>3 Ta</td>
<td>0.19 (0.09)</td>
<td>-0.08 (0.09)</td>
<td>-0.05 (0.14)</td>
<td>0.22 (0.09)</td>
<td>-0.02 (0.10)</td>
<td>0.11 (0.09)</td>
<td>0.00 (0.09)</td>
<td>0.03 (0.12)</td>
<td>0.32 (0.15)</td>
<td>1.40</td>
<td></td>
</tr>
<tr>
<td>3 Tb</td>
<td>0.19 (0.09)</td>
<td>-0.08 (0.09)</td>
<td>-0.03 (0.09)</td>
<td>0.21 (0.10)</td>
<td>-0.03 (0.09)</td>
<td>0.10 (0.09)</td>
<td>0.00 (0.09)</td>
<td>0.03 (0.11)</td>
<td>0.28 (0.16)</td>
<td>1.39</td>
<td></td>
</tr>
<tr>
<td>3 CGGa</td>
<td>0.19 (0.09)</td>
<td>-0.08 (0.09)</td>
<td>-0.05 (0.14)</td>
<td>0.22 (0.09)</td>
<td>-0.02 (0.10)</td>
<td>0.11 (0.09)</td>
<td>0.01 (0.09)</td>
<td>0.03 (0.12)</td>
<td>0.32 (0.15)</td>
<td>1.40</td>
<td></td>
</tr>
<tr>
<td>3 CGGb</td>
<td>0.20 (0.09)</td>
<td>-0.09 (0.09)</td>
<td>0.06 (0.06)</td>
<td>0.20 (0.10)</td>
<td>-0.05 (0.09)</td>
<td>0.09 (0.09)</td>
<td>0.00 (0.09)</td>
<td>0.03 (0.12)</td>
<td>0.23 (0.17)</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>3 EFa</td>
<td>0.17 (0.09)</td>
<td>-0.10 (0.10)</td>
<td>-0.01 (0.10)</td>
<td>0.20 (0.10)</td>
<td>-0.04 (0.10)</td>
<td>0.09 (0.09)</td>
<td>0.00 (0.09)</td>
<td>0.02 (0.12)</td>
<td>0.25 (0.16)</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>3 EFb</td>
<td>0.22 (0.09)</td>
<td>-0.06 (0.10)</td>
<td>-0.07 (0.09)</td>
<td>0.19 (0.10)</td>
<td>-0.05 (0.09)</td>
<td>0.07 (0.09)</td>
<td>-0.02 (0.09)</td>
<td>0.03 (0.11)</td>
<td>0.19 (0.17)</td>
<td>1.36</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** For each row, 5000 samples of size 120 are generated for a given (expectational) model and rule. The inflation and output equations of Model 0 are estimated, and the mean of each parameter across the 5000 samples is reported along with its standard deviation in parentheses. The average estimated sum (and standard deviation) of the own-lag coefficients in the inflation equation is also reported, and the final column provides a loss calculated with the average Model 0 and the Taylor rule.
The policymaker also could examine the dynamics of the resulting reduced forms by investigating the impulse responses of shocks. Would estimated impulse response functions depend on the policy rule followed in the past? Figures 1–3 provide the impulse responses of the average Model 0 estimates given in Table 6 for Models 1–3, respectively. In each panel, there are three solid line impulse responses that correspond to the Model 0 estimates obtained from the earlier sample Ta, EFa, and CGGa policy rules, and three dashed line impulse responses that correspond to the Model 0 estimates obtained from the later sample Tb, EFb, and CGGb rules. In each case, the system includes the EFb rule along with the estimated Model 0 output and inflation equations; thus, any differences among the impulse responses reflect the indirect expectational effects of the different policy rules on the autoregressive structure for output and inflation. The responses show reactions to 1% point shocks to inflation, output, and the funds rate. There are some quantitative differences among the short-run dynamics of the average quasi-reduced-form models; however, these differences appear to be quite small.

Another metric of economic significance is suggested by the large literature on the evaluation of monetary policy rules using a quadratic loss function (see references in Rudebusch and Svensson, 1999, Rudebusch, 2001, 2002a). For example, Rudebusch and Svensson (1999) compare different policy rules in a given model using the loss function

\[
\text{Loss} = \text{Var}(y_t) + 0.5\text{Var}(\pi_t) + 0.5\text{Var}(i_t - i_{t-1}),
\]

where \(\text{Var}(x_t)\) is the unconditional variance of the variable \(x_t\). This loss function could also be used to judge the differences between different models for a common rule. Indeed, the final column of Table 6 displays the losses associated with each mean estimated Model 0 when it is augmented with the original Taylor rule (Equation 8) with \(g_r = 0.5\) and \(g_\pi = 1.5\). For example, the econometrician who estimated the average Model 0 when the true data-generating process was Model 1 and Rule Ta would calculate a loss of 13.84 with the original Taylor rule. These losses (evaluated for a common Taylor rule) appear to differ considerably across different data-generating rules for Models 1 and 2, but not for Model 3. However, it should be noted that these losses depend crucially on very long-run properties of the models. The unconditional variances that underlie the losses are very sensitive to the exact amount of persistence in highly persistent processes, so, for example, what appear to be small differences in \(\sum_{j=1}^{4}\alpha\pi_j\) may lead to large numerical differences in the losses. In terms of economic importance, the differences in short-run dynamics illustrated by the impulse response functions may be of more interest.

4.3 Robustness of Results

Finally, an examination of the robustness of these results was also undertaken in a variety of dimensions: (1) perturbing the parameters of the data-generating process

---

23. These losses are calculated analytically as in Rudebusch (2002a).

24. That is, the standard quadratic loss may be unrealistic because it puts equal weights on fluctuations at all frequencies; instead, a spectral loss function that favors short- and medium-term frequencies may be preferred (see Otrok 2001).
Fig. 1. Impulse responses for six versions of Model 0 based on data from Model 1 with six policy rules
Fig. 2. Impulse responses for six versions of Model 0 based on data from Model 2 with six policy rules.
Fig. 3. Impulse responses for six versions of Model 0 based on data from Model 3 with six policy rules.
from their values in Table 3, (2) changing the size of the shocks to the system, (3) doubling the sample size, and (4) changing the form of the quasi-reduced form. These perturbations generally had small effects on the results with one notable exception. As suggested by the theoretical analysis in Section 1, the parameter governing the interest rate sensitivity of the economy, $\beta_r$, was very influential. This influence is shown in Table 7, which provides $p$-values for the stability null hypothesis identical to those in Table 4 except that the data-generating models use $\beta_r = 0.2$ instead of 0.09. This is a fairly extreme value, given typical empirical estimates and standard errors (although many economists appear to believe that interest rate elasticities are higher than the data suggest, say, for business investment and labor supply). The Chow test remains well sized in this case (Panel A) and is significantly more likely to detect a structural shift in the policy rule in the expectational models (Panel B). However, the power of the test to detect the Lucas critique never rises above 50%. Finally, as the analog to Table 6, Table 8 provides the estimated Model 0 coefficients for the case where $\beta_r = 0.2$.

5. CONCLUSION

At a theoretical level, the Lucas critique is uncontested: Reduced-form models are not invariant to policy-induced structural changes. However, the empirical relevance of this critique is in some dispute. This paper examines the stability of

<table>
<thead>
<tr>
<th>Policy rule</th>
<th>Estimated equation</th>
<th>Model 0</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ta</td>
<td>Ta</td>
<td>0.046</td>
<td>0.044</td>
<td>0.045</td>
<td>0.048</td>
</tr>
<tr>
<td>Ta</td>
<td>Ta</td>
<td>0.048</td>
<td>0.038</td>
<td>0.037</td>
<td>0.039</td>
</tr>
<tr>
<td>Tb</td>
<td>Tb</td>
<td>0.047</td>
<td>0.051</td>
<td>0.052</td>
<td>0.048</td>
</tr>
<tr>
<td>Tb</td>
<td>Tb</td>
<td>0.042</td>
<td>0.039</td>
<td>0.040</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Panel A. Same Policy Rule Used in First and Second Halves of Sample

<table>
<thead>
<tr>
<th>Policy rule</th>
<th>Estimated equation</th>
<th>Model 0</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ta</td>
<td>Tb</td>
<td>0.059</td>
<td>0.087</td>
<td>0.147</td>
<td>0.078</td>
</tr>
<tr>
<td>Ta</td>
<td>Tb</td>
<td>0.050</td>
<td>0.052</td>
<td>0.066</td>
<td>0.043</td>
</tr>
<tr>
<td>CGGa</td>
<td>CGGb</td>
<td>0.064</td>
<td>0.177</td>
<td>0.224</td>
<td>0.117</td>
</tr>
<tr>
<td>CGGb</td>
<td>CGGb</td>
<td>0.060</td>
<td>0.050</td>
<td>0.088</td>
<td>0.052</td>
</tr>
<tr>
<td>EFa</td>
<td>EFb</td>
<td>0.047</td>
<td>0.066</td>
<td>0.454</td>
<td>0.124</td>
</tr>
<tr>
<td>EFb</td>
<td>EFb</td>
<td>0.045</td>
<td>0.073</td>
<td>0.079</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Panel B. Different Policy Rules Used in First and Second Halves of Sample

Notes: A given model (Model 0, 1, 2, or 3) is used to generate 240 observations of data using a policy rule that may differ across the first and second halves of the sample. The table entries are $p$-values—using 5% critical values—of the null hypothesis that the estimated (Model 0) output and inflation equations are stable.

25. The estimate of $\beta_r$ in Rudebusch (2002a) is 0.09 with a standard error of 0.03 (shown in Table 2). Clark, Laxton, and Rose (1996) and Smets (1999) provide estimates of $\beta_r$ of 0.16 and 0.06, respectively.
TABLE 8  
ESTIMATED MODEL 0 COEFFICIENTS FOR VARIOUS MODELS (ASSUMING $\beta_r = 0.2$) AND RULES

<table>
<thead>
<tr>
<th>Data generation</th>
<th>Average Model 0 coefficients estimated from simulated data</th>
<th>$\sum_{k}^n \alpha_{\ell_k}$</th>
<th>Model 0 loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Rule</td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
</tr>
<tr>
<td>1</td>
<td>Ta</td>
<td>1.13 (0.09)</td>
<td>-0.29 (0.09)</td>
</tr>
<tr>
<td>1</td>
<td>Tb</td>
<td>1.08 (0.09)</td>
<td>-0.27 (0.09)</td>
</tr>
<tr>
<td>1</td>
<td>CGGa</td>
<td>1.11 (0.09)</td>
<td>-0.28 (0.09)</td>
</tr>
<tr>
<td>1</td>
<td>CGGb</td>
<td>1.06 (0.09)</td>
<td>-0.30 (0.08)</td>
</tr>
<tr>
<td>1</td>
<td>EFa</td>
<td>1.08 (0.09)</td>
<td>-0.31 (0.09)</td>
</tr>
<tr>
<td>1</td>
<td>EFb</td>
<td>1.21 (0.10)</td>
<td>-0.44 (0.09)</td>
</tr>
<tr>
<td>2</td>
<td>Ta</td>
<td>1.07 (0.09)</td>
<td>-0.33 (0.09)</td>
</tr>
<tr>
<td>2</td>
<td>Tb</td>
<td>0.96 (0.09)</td>
<td>-0.29 (0.09)</td>
</tr>
<tr>
<td>2</td>
<td>CGGa</td>
<td>1.04 (0.09)</td>
<td>-0.32 (0.09)</td>
</tr>
<tr>
<td>2</td>
<td>CGGb</td>
<td>0.96 (0.09)</td>
<td>-0.34 (0.09)</td>
</tr>
<tr>
<td>2</td>
<td>EFa</td>
<td>0.96 (0.09)</td>
<td>-0.36 (0.09)</td>
</tr>
<tr>
<td>2</td>
<td>EFb</td>
<td>1.20 (0.10)</td>
<td>-0.43 (0.09)</td>
</tr>
<tr>
<td>3</td>
<td>Ta</td>
<td>0.19 (0.09)</td>
<td>-0.08 (0.09)</td>
</tr>
<tr>
<td>3</td>
<td>Tb</td>
<td>0.02 (0.09)</td>
<td>-0.08 (0.09)</td>
</tr>
<tr>
<td>3</td>
<td>CGGa</td>
<td>0.19 (0.09)</td>
<td>-0.09 (0.09)</td>
</tr>
<tr>
<td>3</td>
<td>CGGb</td>
<td>0.23 (0.09)</td>
<td>-0.10 (0.10)</td>
</tr>
<tr>
<td>3</td>
<td>EFa</td>
<td>0.16 (0.09)</td>
<td>-0.09 (0.09)</td>
</tr>
<tr>
<td>3</td>
<td>EFb</td>
<td>0.27 (0.09)</td>
<td>-0.02 (0.10)</td>
</tr>
</tbody>
</table>

Notes: For each row, 5000 samples of size 120 are generated for a given (expectational) model and rule. For each sample, the quasi-reduced-form inflation and output equations of Model 0 are estimated, and the mean of each parameter across the 5000 samples is reported along with its standard deviation in parentheses. The average estimated sum (and standard deviation) of the own-lag coefficients in the inflation equation is also reported, and the final column provides a loss calculated with the average Model 0 and the Taylor rule.
commonly used autoregressive empirical representations that are estimated using simulated data generated from empirical expectational models with historical policy rule shifts. There is little evidence that the Lucas critique is an important factor in this setting given typical macroeconomic sample sizes (confirming, for example, Taylor 1984, 1989). In short, these results reconcile the use of autoregressive models, such as VARs, with the empirical results on policy rule shifts and the Lucas critique. Of course, there are parameter configurations and rule shifts that would give the Lucas critique more importance. Indeed, although a particular autoregressive representation may be roughly invariant to observed policy shifts, it would not necessarily be a suitable model for a policy analysis that considered shifts in policy rules that lie outside the historical experience.

It is unlikely that the inability to detect structural shifts in the reduced form stems from the low power of the statistical test. As noted above, such tests apparently are able to detect structural breaks in the Fed’s reaction function. Furthermore, these tests have rejected the null of stability for a variety of other macroeconomic models. Ironically, some of these rejections have occurred for models with “deep” parameters that were developed in response to the Lucas critique. Notably, Oliner, Rudebusch, and Sichel (1996), Swaine (2003), and Estrella and Fuhrer (2000) reject the null of stability for an Euler equation, an explicit optimizing general equilibrium model, and a very forward-looking New Keynesian model, respectively. That is, there are many models, including some that have been specifically created to be structural models, for which the statistical break tests do have power to detect instability.

There are several other reasons why an autoregressive model may appear stable in practice and why the Lucas critique would not appear to apply. For example, shifts in the policy rule may be unimportant historically. This explanation is at odds with almost all of the empirical policy rules literature and is not entertained here. Instead, the above results suggest that autoregressive models are relatively insensitive to significant changes in the policy rule. This insensitivity could occur if expectations were adaptive, of course, but, as demonstrated above, it can also occur in empirically relevant models with rational expectations.
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