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TRENDS AND RANDOM WALKS IN MACROECONOMIC TIME
SERIES: A RE-EXAMINATION*

By GrLenw D. Rupesuscii!

In their 1982 article, Nelson and Plosser provided evidence supporting the
existence of an autcregressive unit root in a variety of macroeconomic time
series. | re-examine their evidence using small-sample distributions for varigus
unit root test statistics. These distributions are calculated from specific nul
and alternative models (including median-unhiased models that correct for
OLS coefficient bias) estimated from the data. Contrary to earhier assertions,
the null and alternative models of many macroecenomic series provide very
different characterizations of parsistence but cannot be distinguished with umit
root tests.

1. INTRODUCTION

One of the most influential papers in macroeconomics during the last decade, in
terms of its effect on research agendas and methodology, was **Trends and Random
Walks in Macroeconomic Time Series’” by Charles Nelson and Charles Plosser
(1982). Nelson and Plosser were unable to reject the hypothesis of a single unit root
in the autoregressive representations of a wide variety of macroeconomic time
series, including employment, GNP, prices, interest rates, and stock prices.
Following Nelson and Plosser’s lead, macroeconomics has often been preoccupied,
for better or worse, by unit roots,

The ramifications of unit roots have been widely felt. For example, application of
unit root tests resulted in re-evaluations of the permanent income hypothesis of
consumption {e.g., Mankiw and Shapiro 1985, Deaton 1987, and Diebold and
Rudebusch 1991}, the sustainability of government deficits (e.g., Hamilton and
Flavin 1986), and the efficiency of stock markets and foreign exchange markets
(e.g., Poterba and Summers 1987 and Meese and Singleton 1982). In addition, the
general inability to reject a unit root was considered by many to be proof of the
existence of a permanent component whose fluctuations are not eventually elimi-
nated through reversion to trend. This naturally spurred attempts to determine the
impertance of that permanent component. Thus, Nelson and Plosser’s work can be
seen as a precursor to research on the closely related questions of the persistence
of macroeconomic shocks (e.g., Campbell and Mankiw 1987, Cochrane 1988, and
Diebold and Rudebusch 1989 in univariate contexts, and Shapiro and Watson 1988
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662 GLENN D. RUDEBUSCII

and Blanchard and Quah 1989 in multivariate cnes) and the decompositionn of
macroeconomic dynamics into trend and cycie (e.g., Harvey 1985},

Nelson and Plosser’s results have also influenced the direction of business cycle
theorizing. Under the condition that monetary shocks have only temporary real
effects, Nelson and Plosser asserted that their evidence of a permanent component
in real output suggested that the source of business fluctuations is nonmonetary.
This argument was one factor in the early popularity of real business cycle models
{c.g., King and Plosser 1984).2

Finally, Nelson and Plosser’'s work helped to stimulate a general interest in
econometrics about issues related to stationarity. The associated rescarch led to
several advances that have been widely applied, notably cointegration {e.g.. Engic
and Granger 1987} and new tests for unit roots (e.g., Phillips 1987},

In light of the influence of Nelsen and Plosser (1982), this paper re-examines tac
data set used in their analysis to defineate the evidence vegarding the existence and
economic significance of a unit roet. To cxamine existence. [ estimate a difference-
stationary (DS} nuil model and a trend-stationary (TS) alternative model for each
variable and use resampling techniques to obtain the distributions of unit root test
statistics under each model. The distributions obtained from the estimated DS
models provide the appropriate small-sample size of the tests, while the distribu-
tions from the estimated TS models provide, for specific and plausible alternatives,
the power of the tests, that is, their ability to reject a false null. By simulating
specific DS and TS models estimated from the data, this study uses the most
relevant models, initial conditions, sample sizes, and error distributicns available
for calculation of size and power.

However, an examination merely of test power is not enough. Although unit root
tests may have low power against particular TS alternatives, that inadequacy does
not necessarily compromise Nelsen and Plosser’s results. As Nelson and Plosser
(1982, p. 152) note, no unit roet test * ... can have power against a TS alternative
with an [autoregressive] root arbitrarily close to unity. However, if we are
observing stationary deviations from linear trends in these series then the teadency
to return to the trend line must be so weak as to avoid deteciion even in samples as
long as sixty years to over a century.”” Thus, Nelson and Plosser argue that the
evidence they provide against the DS models is so weak that plavsible alternative
TS models most likely exhibit persistence properties that are similar to those of the
DS models over economically rtelevant horizons. | examine the persisicnce
properties of the estimated TS and DS models at a variety of herizons in order v
assess the validity of this argument.

Section ? describes the two unit root tests that 1 will employ and introduces a
measure of persistence. The simulation technigue used to obtain the small-sampie
distributions of the test statistics is outlined in Section 3. Section 4 contains
empirical results from the Nelson and Plosser data set; for cach series, [ compare
likelihoods of the estimated DS and TS models and contrast their persisterce
properties. Section § examines the consequences of small-sample bias in the

? Recently, others have noted that substantial persistence in output is compatible with a wide range
of theoretical maodels, including monetary ones (e.g.. West 19488}
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TRENDS AND RANDOM WALKS 663

estimates of the parameters of the TS models; examination of median-unbiased TS
models qualifies some of the earlier results, notably for the nominal series. Section
& offers some concluding comments and discusses the relationship of my results to
recent related work.

7. THE PERMANENT COMPONENT: EXISTENCE AND IMPORTANCE
Consider the k-th order autoregressive representation (AR(k)),

k
(1) xp=pobytd 2 opix, e,

i=1

where &, is a white nois¢ innovation (and &k = 1). There are two special cases of
interest: (1) the frend-starionary (TS) model, where stationarity is assumed around
a lincar deterministic trend, so the roots of the lag operator polynomial p(L) = 1 -
prL— —pL¥ lie outside the unit circle, which implies that the sum of the
autoregressive coefficients i1s less than one (th;l p; < 1); and (2) the difference-
stationary (DS) model, where ¥ = 0 and p(L) contains one (positive, real) unit root,
which implies ¥/ p; = 1.3 Note that equation (1) can be rearranged as®

k k-1 k
(2) X, = u+ yt+ zp,-)x,_l-FE — 2 pi|dx; &,
i=1

/
Vil Feitl

Thus, the DS model has the AR(k — 1) representation in first differences,

k-1
(3) sz':#»'t’z d:Ax ;T e,

i=1

where ¢, = **Ef‘}“; ;-

A test to distinguish the TS model from the DS model, assuming the order & is
known, is easily constructed.’ Estimate equation (2), the “augmented Dickey-
Fuller’” regression, as

k-1

() R T R TR
i=1

and test the unit root (or DS model} null hypothesis, Hy: § = 1.5 A natural test

¥ More precisely, these models arc integrated of orders zero and one. respectively.

4 Jfk = 1, summations over{ = |, ... . k = | are ignoved; the DS model is simply a random walk with
drift.

5 I.ike Nelson and Plosser (1982), I only consider unit root fests that allow for a tread under the
alternative. Such tests appear to be appropriate for most macrogconomic time series (note the time trend
coeffcients in the estimated '1'S models below); turthermore, West (1987) has shown that the tests without
a trend have no power asymptotically against a tread alternative.

% The unalysis below was also conducted with the Dickey-Fuller normalized bias and likelihood ratio
tests, and qualitatively similar results were obtained.

Copyright ® 2001. All Rights Reseved.



664 GLENN D. RUDEBUSCH

statistic for this hypothesis is the (-test, defined as + = (5 — 1}/S£(5), where SE(§)
is the standard ervor of the estimated coefficient. However, Dickey (1976) and
Fuller (1976} show that this statistic does not have the usual Student-f distribution
but has a distribution that is skewed toward negative values. For k = 1, Dickey and
Fuller report critical values for this test at conventional significance levels for a
variety of sample sizes. For the case of & greater than ene, Dickey and Fuller show
that 7 will have an asymptotic distribution that is the same as when & = 1; thus,
their reported asymptotic critical values for ¥ with £ = I can be applied in the case
of arbitrary k.

In addition to the augmented Dickey-Fuiler 7 test for stationarity, which was
employed by Nelson and Plosser (1982), I also consider a second, more recent, test
of stationarity that has been developed by Phillips (1987) and Phiilips 2nd Perron
(1988). To test for a unit root in the AR(L) process (1},7 they estimatz the first-order
regression,

(3) Xp=pg+ ytt gx.' -1t R

but meodify—in a nonparametric way—the ¢-statistic 7 = (8 — 1)/SE(5) for likely
serial correlation in residuals 7,. The Phillips test statistic (for sample size T) takes
the form®

Z=Fs,/5,) = (51— s Tds,(3Dxx) "7,

where D yy is the determinant of the regressor cross-product matrix from (5) and

st=7""

R )
e
S
hadl )

4

slesle2T ! Y -+ @] X A,

i=1 =i+ 1

]

where g is a parameter that determines the number of autocorrelations used in the
estimate of s 5 Under the unit root nul! that 8 = 1, the Phillips i-test, Z, converges
in the limit to the distribution of 7; thus, the asymptotic critical values tabulated in
Dickey and Fuller are also appropriate for Z,

It should be emphasized that in the general case of the &-th order autoregressioa
in equation (1) only asymiptotic critical values are available for either the avgmented
Dickey-Fuller or the Phillips unit root test. In finite samples, the distributions of +
and Z under the null will depend on the sample size, the parameter values, and the
distribution of the disturbances {see Evans and Savin 1984 and Schmidt 1990). The
empirical section below reports critical values for  and Z that account for these

7 Following Nelson and Plosscr, 1 limit consideration in this paper to pure autoregressive models,
Both the augmented Dickey-Fuller test {as noted by Said and Dickey 1984) and the Phillips fest can be
applied to more general mixed ARMA processes, | consider the issue of model specification in more detai!
below.

8 More precisely, this is the form that 1 use; see Schwert {1989) for a discussion of various estimators
of sf, and s[f.
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factors in the Nelson and Plosser data samples. In addition, in these same samples,
I examine the power of the tests to reject the umit root null for plausible TS
alternatives.

While 3 and 7 are able to test for the existence of a unit root, and hence test the
DS model restrictions, these statistics will, of course, have low power against TS
alternatives with an autoregressive root very close to unity. However, here, the
assertion of Nelson and Plosser that was quoted in the introduction about the
economic importance of trend reversion comes to the fore: the near-unit root in the
TS model that makes it difficult to reject the unit root null may also imply that trend
reversion in the TS model occurs only with a very long lag. Thus, it is necessary to
supplement the unit root tests with a measure of the persistence of shocks. A unit
root simply implies a nonzero permanent response of the time series to an
innovation, while an examination of the amount of trend reversion at various
horizons allows one to distinguish the DS model from the TS model in terms of
econoric significance.

The measure of persistence that I use is the size (at a given horizon) of the
impulse response of the time series to a unit innovation.” Consider the moving-
average representation of the first difference of the (TS or DS) time series x,,

(6) A.x:,=k+.A(L)£,:k+(l+a1L+a2L2+---)€,,

where & is some constant. The measure of interest is the sum of the coefficients of
the lag operator A(L). A unit shock in period 1 affects the change in x at time ¢ +
h by a, and affects the level of x attime ¢t + hbycy, =1+ a; + =+ + a,. For
various horizons, the cumulative response ¢, answers the question of interest:
“How does a shock today affect x in the short, medium, and long run?”’ For
example, with annual data, ¢, measures the impact of a shock today on the level
of x ten years hence. In the limit, the effect of a unit shock today on the level of x
infinitely far in the future is c¢... For any TS series, ¢ = 0, because the effect of
any shock is transitory as reversion to the deterministic trend eventually domi-
nates. For a DS series, ¢, # 0; that is, each shock has a permanent component. At
shorter horizons, the dynamic responses of particular TS and DS representations
may be quite similar or quite different, and below, I shall investigate these
responses for TS and DS models that are estimated from a common data sample.

3. MONTE CARLO METHODOLOGY

My methodology is distinguished by careful construction of a sampling experi-
ment that closely mimics the actual unit root inference problem for a typical
macroeconomic time series. For each of the 14 macroeconomic variables used by
Nelson and Plosser {1982), I formulate DS and TS data generating processes with
parameters and innovations that are obtained from regressions estimated from the

% This measure is described in further detail in Diebold and Rudebusch (1989) and Diebold and
Nerlove (1990,
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666 GLENN D. RUDEBUSCH

data.'® Doing so allows me to ascertain the DS model and TS model small-sample
distributions of #and Z for the Nelson and Plosser data samples and to describe the
exact amount of support from the data for these models. In addition, and as
importantly, I am able to clearly delineate the persistence properties, and thus the
economic characteristics, of the relevant DS and TS models. In this section, T will
illustrate the procedures using Nelson and Plosser’s sample of real GNP.

The first step is to estimate both a ‘TS and a DS model from the sample of the log
of U.S. real GNP (Y,), which consists of 62 annual observations (1909 through
1970). This requires specifying &, the order of the model, and 1 fellow the choice of
Nelson and Plosser (1982).1 For real GNP, Nelson and Plosser set & = 2; thus, |
estimate the TS model with a linear deterministic trend and second-order depen-
dence for GNP as:

TS Model, (k = 2)

(7) Y, = 819 + 0056 r+ 124 ¥, ,— 419 Y, . +4a,, &,=.0583.
(.270) (.0019} (.121) (.121)

The first two vears of the sample are used up by imitial conditions; the standard

errors of the coeflicients appear in parentheses. Estimating the DS model for this

sample yields:

DS Model,

. AY, = 019 + 341 AY,_, + &, &, =.0618.
(8) (.009)  (.124)

As noted above, the DS mode! imposes two restrictions: (1) that the time trend
coefficient is zero and (2) that the sum of the autoregressive coeflicients is one {i.c..
the unit root hypothesis).

Both models appear to fit the data quite well; the standard deviations of the fitted
residuals, #, and #,, are very close, and plots of the residuals are basically
indistinguishable and suggest no obvious outliers. In addition, (J-statistics com-
puted from the fitted residuals are similar at a variety of lags and provide little
evidence against the null of no serial correlation. However, the two models have
very different implications about the dynamics of GNP. | transform the gstimated
DS and TS models into moving average forim (6) and calculate the cumulative
impulse responses (c )} for each model at a varicty of horizons. These responses are
shown in Table [, with standard errors for the responses in parenthescs. 12

10 Section § will examine the implications of the small-sample bias in the cocfficients of these estimated
autoregressive models.

U Nelson and Plosser implicitly specify & by selecting the number of Dickey-Fuller regrossion
augmentation lags (which equals & — 1), Their selection is bascd on examination of the sample
autocorrelation and partial autocorrelation fuactions: as noted below, uncertainty about the true value of
k would only add to the uncertainty involved in the unit root inference,

2 The standard exrors are caleulated as follows. Let the cumulative impulse sesponse at horizon /i be
given by ¢; = Fip|, ... , py), and let { denote the vector of partials of F with respect to the paramsters,
Then, the standard error equals Vf'3f, where X is the estimated variance-covariance matrix of the
autoregiessive parameters.
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TaBLE 1
CUMULATIVE [MPULSE RESPONSE OF REAL GNP

Horizon {years)

1 2 3 4 5 10 15

DS Model 1.34 1.46 1.50 1.51 1.52 1.52 1.52
(.12) (.21 .29 (.27) {.28) (.29 (.29

TS Model 1.24 1.12 87 .61 39 .00 00
(.12) (.200 (.24) (.26} (.29 (.13) .01y

The impulse response of the DS model implies not only shock persistence but
shock magnification, because an innovation is not reversed but eventually changes
the level of real GNP by more than one and a half times the size of the innovation
(¢ = 1.52). In contrast, the TS model exhibits fairly rapid reversion to trend,
with the effect of a shock essentially completely disappearing after ten years (c1p =
0). The cumulative impulse responses for the two models, each estimated from a
common data sample, are clearly very different in both economic and statistical
terms.

Ideally, the unit root tests could distinguish between these two models. For this
sample of real GNP, Nelson and Plosser (1982) report a 7 test statistic equal to
—2.99, which is insignificant at even the 10 percent level, according to the
asymptotic critical value of -~3.12 given in Fuller (1976); thus, the data offer no
evidence to reject the DS model. Nelson and Plosser (p. 160) go even further and
argue that this result would be consistent with a TS model **only if the fluctuations
around a deterministic trend are so highly autocorrelated as to be indistinguishable
from nonstationary series themselves in realizations as long as one hundred years.”
Clearly, this statement would seem to rule out the TS model estimated for real GNP
above in light of that model's rapid trend reversion displayed in Table 1.

I will, in effect, re-examine Nelson and Plosser’s evidence and their assertion. By
repeatedly simulating models (7) and (8), I calculate distributions of the unit root
test statistics. under the DS model and under the TS model, that are precisely
tailored to Nelson and Plosser’s GNP data sample. For example, from the
estimated DS model. 1 generate 10,000 data sets, Each data set includes the
historical levels of the log of GNP in 1909 and 1910 as initial conditions and evolves
according to the estimated equation in (8) with disturbances obtained by random
draws (with replacement) from the set of fitted residuals {7, ... , go}.1? For each
data set, Tis computed, and the resulting 10,000 realizations of this statistic provide
the appropriate DS model distribution. Similarly, using the parameters from the
estimated TS model (7), | generate 10,00 data sets using disturbances obtained by
random draws from {&, ... , figy}. The resulting 10,000 realizations of ¥ provide

B | alse obtained virtually identical results below from simulations using normal errors (with the
variance of the resideals) instead of the actual redrawn (bootstrapped) residuals. Both simulation
procedures, of course, assume that the disturbances are identically and independently distributed (iid).
This last assumption was also maintained in Nelson and Plosser’s application of the Dickey-Fuller test,
and they selected & fur each series to obtain fid residuals. Formal tests, such as the Ljuag-Box (-statistic
and the Breusch-Pagan heteroskedasticity test generally support this assumption for each of the time
series.
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668 GLENN D. RUREBUSCH

the sampling distribution of the augmented Dickey-Fuller statistic from a plausible
TS model. Of interest for examining the existence of a unit root in this sample of
real GNP are the probabilitics of obtaining a value of # as extreme as —2.99 from
these TS model and DS model test statistic distributions. The next section provides
these probabilities and similar ones for the Phillips £ test. Application of this same
methodology alse provides DS and TS model probabilities for all of the other
macroeconomic time series examined by Nelson and Plosser.

4. EMPIRICAL EVIDENCE FOR THE D$ AND TS MODELS

This section implements the resampling procedure described above for each of
the fourteen data samples considered in Nelson and Plosser (1982).'4 The first sten
is to estimate TS and DS models, of form (1) and (3) respectively, for each series.
The TS model estimates are shown in Table 2, with the real GNP estimales
described above repeated in the first row. For each series, the selection of &, the
number of autoregressive lags used in the TS model, follows the choice of Nelson
and Plosser. Note that for all but one of the estimated models the sum of the
autoregressive parameters is close to, but less than, unity. The exception is the
model of the bond yield, where X | p;, > 1, so the estimated TS mode! is not
stationary; thus, I shall not include this series in the simulations below.

The DS models for the fourteen variables, estimated in first differences, are
shown in Table 3. As was the case for real GNP, the standard errors of the TS and
DS models for each of the series are very close in size.

Table 4 provides cumulative impulse responses for the estimated TS and DS
models shown in Tables 2 and 3, as well as, in the final column, the standard errer
(conditional on each model) for the 10-year response. The rapid divergence
between the DS and TS model responses that was evident for real GNP is typical
of the other series as well. There are some exceptions: after 30 years, the TS mode!
for consumer prices displays substantial persistence, while the DS model for
industrial production displays some shock dampening. Overall, however. the
estimated TS and DS models provide very different descriptions of the dynamics of
each of the series, with the TS models rapidly reverting to trend afier a unit
innovation and the DS moedels exhibiting shock magnification.

Before considering the ability of the unit root tests to discriminate between the
TS and DS models, 1 first examine the tests under the DS model in order to indicate
how appropriate the widely-used asymptotic Dickey-Fuller critical values are for
statistical inference in the Nelson and Plosser data set. For a given critical value (of
nominal size, say, 5 percent} the proportion of rgjections among the 10,000
simulated DS model data sets, given the truth of the null in the data generation
process, Is the empirical size of a test. This empirical size may differ from nominal
size because it accounts for several factors: (1) the finite size of the sample, (2) the

4 The fourteen series arc real GNP {sample size, 7 = 62), nominal GNP (62), real per capita GNI*
(62), industrial production (111), employment (81), unempleyment rate (813, GNP deflator (82}, consumer
prices (111), nominal wages {71}, real wages (71), money stock {82}, velocity (102), bond vield (71), end
an index of common stock prices (100). The series, which are annual and in fogs (except for the bum!
yield), are described further in Nelsonr and Plosser (1982).
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TaBLE 2
ESTIMATED COEFFICIENTS OF TS MODELS?
Standard
Series Const. I | Yoo Y3 Yi-a Error

Real GNP 819 0056 1.24 -.419 0583
(.270) (.0019) (.121) (120

Nominal GNP 1.06 0056 1.39 - 483 0871
(.448) (.0024) (.117) (.117)

Real GNP, p.c. 1.28 .0035 1.23 —.410 0590
(.419) (.0012) {.122) (.121)

Industrial Prod.? 103 0067 931 ~.134 084 091 0973
(.024) (0027 (.099) (.136) (.136) (.135)

Employment 1.42 002t 1.27 —. 479 072 0353
(.529) (.0008) (.117) (.180) (.116)

Unemployment 514 —.0005 1.09 -.585 .445 —.243 L4068
(.183) (.0021) (.107) (.148) (.146) (.105)

GNP Deflator 260 0021 1.37 —.454 L0460
(.102) (.0008) {.102) (.101)

Consumer Prices 090 .000& 1.66 --.953 358 ~.091 0419
(.051) (.0002) (.094) {.182) (.180) (.092)

Wagzes 566 0038 1.45 —.604 068 0399
{.246) (.0017}) (.126) (.208) (. 126}

Real Wages 488 0035 1.08 -.252 0346
(.157) (.0011) (. 118) (.116)

Money Stock 133 0049 1.58 — 663 0468
(.038) (.0016) (.086) (.086}

Velocity 032 —.0003 941 0671
(.052) (.0018) (.035)

Bond Yicld --.187 0032 1.13 204 --.305 2836
(.197) (.0018) (.127) (.189) (.13M

Stock Prices .096 0032 1.20 —.425 134 1543

(.056) (.0013) (. 104} .157) (.103)

“ These models are estimated on the level of the series. All data, except bond yields, are in log
form. Standard errors are given in parentheses.

b The coefficients on the ffth and sixth lags of the TS model for industrial production are —.175
and 222, respectively, with standard errors equal to .135 and 097,

estimated values of the parameters, and (3) the estimated error distribution. Using
the asymptotic critical values reported in Dickey and Fuller, Table 5 provides, for
each series, the actual percentage of rejections of the unit root null out of the 10,000
DS mode! replications. Critical values at the 1 percent and 5 percent level are used
for both the 7 and 7 tests. Below these empirical sizes, Table 5 also provides the
actual 1 percent and 5 percent cutofl values. The 7 test exhibits an empirical size
that is very close to its nominal size for all variables and at both significance levels;
at the nominal § percent level, for example, empirical size ranges from 4,29 to 6.51
percent. In contrast, the Phillips Z test appears to be mis-sized in these small
samples; at the nominal 5 percent level, the empirical size of Z vanges from 0.58 to
27.62 percent. '’ Thus, Table 5 indicates that for classical hypothesis tests of the unit
root null hypothesis in the Nelson and Plosser samples, the asymptotic critical

15 This is consistent with the results of Schwert (1989) that suggest the Phillips test is incorrectly sized
in samples of ARIMA (0, 1, 1) processes. In the Phillips test, I sct ¢ equal to 6; however, the results were
qualitatively identical with g equal to 10.
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670 GLENN D. RUDEBUSCH

TARLE 3
ESTIMATED COEFFICIENTS OF D3 MODELS®

Standard
Series Const. Ay, Ay, > Av, 3 Ayig Error

Real GNP 019 341 0618
(.009) {.124)

Nominal GNP .031 439 0897
(.013) (.118)

Real GNP, p.c. 011 332 (627
(.008) (.124)

Industrial Prod.® 069 006 - 126 —.030 =116 0997
(.014) (.096) (.096) (.096} (.095)

Employment 012 378 —.171 03653
(.005} (.113) (.113)

Unemployment ~.014 217 --.352 22 4357
(.050) (.168) (.102) (.106)

GNP Deflator 012 .434 475
(.006) (.102)

Consumer Prices 005 708 291 078 .432
(.004) (.094} (.113) (.093)

Wages 025 .533 —. 150 0614
(.009) (.123) (.123)

Real Wagcs 014 191 {0366
{.005) (.120)

Money Stock 022 622 (490
(.008) (.089)

Velocity —.012 0684
(.007)

Bond Yield 040 (178 369 2RA2
{.036) (.126) (. 130}

Stock Prices 0627 266 - 187 L1574
(.016) (.102) (.102)

& These models are estimated on the first difference of the series. All data, except bond yields.
are in log form. Standard errors are given in parentheses.

b The coefficient on the fifth lag of the DS model for industrial production is --.2%6 with standard
error equal to .096.

values appear to be appropriate approximations for the # test but not for the 7
test.1®

Of more interest, however, than just the appropriateness of the asymptotic
critical values is the actual likelihood of obtaining the sample values of the test
statistics, denoted %, and Z,, from their estimated DS model and TS model
small-sample distributions. For real GNP, Figure 1 displays the estimated DS
model density function for 7, denoted fpg{#), and the estimated TS model density
function for %, denoted fyg(5); these are empirical densities formed from the
realizations of the test statistic in the 10,000 samples from each model. The sample
value of the augmented Dickey-Fuller r-test for real GNP, which is equal to —2.99,
is shown as a vertical dotted line. There arc two areas in Figure 1 of special interest.
The hatched area under fpg(7) and to the left of ¥, represents the probability of

16 1t should be stressed that the # test, unlike the Phillips test, incorporates the order of the

data-generating process, which is assurned to be known. If the incorrect order were used, it is likely thas
the divergence between the empirical and nominal size would be greater.

Copyright @ 2001.. All.Rights Reseved...............
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TABLE 4
CUMULATIVE IMPULSE RESPONSES OF ESTIMATED IS AND DS MODELS?

Horizon (years)

Series Model | 2 3 4 5 10 15 30 selcg)
Real GNP DS 134 1.46 1.5¢ 1.5 1.52 152 152 1.52 .29
s .24 112 87 .61 .39 00 .00 00 A3
Nominal GNP DS 144 163 172 L75 1397 178 178 178 A7
TS 139  1.44 133 1.14 93 .24 .04 .00 .35
Real GNP, p.c. DS 133 144 148 149 1.5 L350 150 1.50 28
TS 123 1.0 85 60 38 .00 00 o0 12
Industrial Prod. DS 1.01 58 85 75 75 .19 79 79 06
TS 93 73 64 49 17 .22 07 .01 14
Emptoyment DS 138 135 1.27 125 125 126 126 124 21
TS 1.27 113 90 70 .53 14 04 00 20
Uneraployment DS 1.22 91 3 1.02  L.02 98 99 99 18
TS 1.09 60 47 40 A6 —07 00 00 08
GNP Deflator DS 143 162 170 174 176 177 LT LH 32
TS 1.37 142 133 117 1.0 38 13 01 31
Consmmer Prices DS 1.7 192 194 195 1.9 198 198 198 38
TS 1.66 180 177 L7220 167 128 96 41 35
Wages Ds 1.53 167 1.66 163 162 162 162 162 .33
TS 145 150 1.37  1.17 98 34 12 00 .36
Real Wauges DS 1.19 123 123 124 1.24 124 124 1.24 A8
TS 1.08 9l 12 54 .41 .09 A2 00 A2
Money Stock DS 1.6 201 225 240 249 263 264 265 .59
TS 1.5% 1.83 1.8% 1.71 1.47 23 -3 n 45
Velocity DS .00 100 1.00 100 100 1.00 1.00 1.00 .00
TS 94 .89 83 .78 .74 .54 A0 16 21
Stock Prices DS 1.27 115 107 107 109 109 1.09  1.09 .15
TS .20 1.02 84 14 .67 38 .21 04 22

2 The standard error of the estimatesd cumulative impulse reponse at a horizon of 10 years is
given in the last column as se{c ).

obtaining a value of the r-test equal to or smaller than ~-2.99, conditional on the DS
maodel. This probability, which equals 0.150 for real GNP, is denoted as

DS p-valuee = prob (# = 7,|DS model).

This p-value is the marginal significance level for rejection of the DS model null
hypothesis; that is, in a classical hypothesis testing framework, given the sample
test statistic 7., we could not reject the DS model at anything less than the 15
percent level. This is consistent with the inability of Nelson and Plosser to reject the
DS model.

The other arca of interest is the shaded region under fy5(7) and to the right of 7,
which represents the probability of obtaining a value of the t-test equal to or greater
than --2.99, conditional on the TS model. This probability is denoted

TS p-value = prob (7 = 7,|TS maodel).

For real GNP, the TS p-value is 0.216; in other words, it is not very unlikely that
a sample statistic as large as —2.99 could have been generated from the estimated

Copyright © 2001. All Rights Reseved.
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TABLE 5
EMPIRICAL SIZE OF UNIT ROOT TESTSY

T Z
Series (k) 1% 5% 1%
Real GNP (2} 1.66 6.40 .24 1.17
-4.13 -3.53 —3.49 -2.93
Nominal GNP (2) 1.72 6.8 43 1.19
—4.23 —3.52 -3.54 282
Real GNP, p.c. (2) 1.56 6.26 .22 1.25
—4.12 —3.51 -3.50 —2.95
Industrial Prod, (6) 1.41 542 8.01 27.62
-~ 4,08 —-3.45 —-4.67 —4.12
Employment (3) 1.02 4.88 11 R4
—3.97 —3.40 -3.37 -2.97
Unemployment (4) 1.55 6.08 2.74 10.30
-4.12 ~3.50 —-4.29 -33
GNP Deflator (2) 1.25 5.12 .50 1.50
—4.05 —3.42 —3.58 —2.93
Consumer Prices (4) 1.46 5.93 86 3.60
—4.10 -3.47 -3.87 —3.27
Wages (3) 1.35 5.40 A1 B0
—4.10 -3.45 -3.33 —2.85
Real Wages (2} .99 4.29 .08 .58
--3.96 -3.34 -3.30 —2.82
Money Stock (2) 1.78 6.51 21 .87
—4.14 --3.55 —3.38 -2.82
Velacity (1) 1.27 5.49 1.39 6.47
-4.06 -3.45 --4.07 —3.51
Stock Prices (3) 1.14 5.02 .ol 3.83

-3.99 —3.42 —3.80 —3.32

3 The upper nember in each cell is the percentage of rejections using the asymptotic Dickey-
Fuller critical values, namely, —3.96 at the 1% level and —3.41 at the 5% level. The actval cutol
value for the 1% or the 5% fractile 1s given as the lower number, The number of augmentation lags
in the Dickey-Fuller test eguals -1, while ¢ equals 6 in each Phillips test.

TS model.'” In short, at conventional significance levels, there is very liitle
¢vidence against cither the DS model or the TS model for real GNP. The evidence
in Nelson and Plosser (1982) on the DS model probabilities thus provides only one
side of the story for inference regarding the unit root hypothesis, The other side is
that the TS model is at least as consistent with the sample test statistic,

The other variables provide similar results. For each series. the estimated
densities, fpg and fy, have a substantial region of overlap, and the sample value,
7., falls into the range of this overlap. The overlap is obvious in Table 6, which
gives 7, for each series with ils associated DS p-value and TS p-value, Among all
of the variables, there is only one mode! that can be rejecicd at the 5 percent level:
the DS model for the unemployment rate.

Table 7 provides, for each series, the sample Phillips test statistics, Z, along
with their p-values conditional on the DS or TS models. The qualitative results are
similar to those from the augmented Dickey-Fuller test: there is a substantial region

17 An equivalent stalement of this result is that the T test of the DS null at the 15 percent significance
level has a power against the TS aliernative of only 78.4 percent.
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FIGURE 1

EMPIRICAL DEMSITIES OF 7 FROM DS AND TS MODELS OF REAL GNP

of overlap between the estimated DS model and TS model densities of Z, and the
sample test statistic falls into this region of overlap. Only two of the 26 estimated
models have p-values less than 5 percent, namely, the TS models for velocity and
stock prices.

The conclusion to be drawn from Tables 6 and 7 is that there is very little

TABLE 6
SAMPLE ¥ TEST STATISTICS ANI» PRORABILITTES?

Series T DS p-value T8 p-value
Real GNP -2.99 1350 216
Nominal GNP -2.32 .429 148
Real GNP, p.c. -3.05 (137 223
Industrial Prod. -2.53 J30i 77
Emplovment =206 229 196
Unemployment -3.58 045 268
GNP Deflator -2.52 280 228
Consuner Prices —1.97 613 (128
Wages —2.24 425 165
Rela Wages -3.05 094 403
Mopey Stock —3.08 134 .261
Velocity —-1.66 761 075
Stock Frices —2.12 322 104

* The sample augmented Dickey-Fubler test statistic, 7., is given with its p-values from the TS
and DS models. For each series, & equals the value given in Table 5.
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B TagLe 7
SAMPLE Z TEST STATISTICS AND FRGHABILITIES?

Series Z, 35 povalue TS p-value
Real GNP -2.25 307 31
Nominal GNP ~1.77 592 A9
Real GNP, p.c. ~2.34 .255 161
Industrial Prod. -3.31 321 201
Employment ~2.39 271 56
Unemployment 3,08 168 .235
GNP Deflator —2.34 24 263
Consumer Prices —1.45 B4 117
Wages —2.05 427 212
Real Wages —2.65 094 383
Moncy Stock -2.33 193 .341
Velocity - 1.47 R 047
Stock Prices - 1.96 665 044

* The sample Phiilips test statistic, Z,, is given with its p-values from the TS and DS models. For
gach scries, g equals six.

evidence to support the rejection of the DS model or the 'T'S mode! in any of the
Nelson and Plosser time series. Given these data and test statistics, little can be said
about the choice between the DS and TS models. The proper conclusion from
application of the unit root 7 test to these samples is that we cannot answer the
question of the existence of a unit roct.

5. CORRECTION OF BIAS IN TS MODEIL. ESTIMATES

There is one qualification to the preceding analysis that must be considered. Fer
each series, the specific alternative examined is the TS model estimated from the
available data sample with OLS. Is this model the most pluusible alterative?
Perhaps not. Although the OLS estimates of the coefficients of the TS model are
consistent and asymptotically normal, they are biased in small samples because of
the presence of lagged depeudent varizbles.® An arguably more plausible TS
alternative would correct the coefficient estimates for this bias, and this section
constructs and analyzes such an alternative.'?

' The small-sample bias of the OLS estimates of autoregressive model coeificients
is most casily documented for an AR{!) process. The middle column of Table 8
provides the median value of the OLS estimate &, based on repeated samples from
the first-order process v, = p + vt + pyy,., + &, for a variety of values of py
(with o = y = 0). This estimate is downwardly biased over a wide range of py, with
the deviation of the median estimate from the true value being particularly

" This bias is most severe in the presence of a unit root. the so-called **Dickey-Fuller bias,” but it is
present for all autoregressions. For further discussion of this bias, see HEvans and Savin (1784) and Stine
and Shaman (1989).

Y The cocfficient estimates of the DS model, which is an avtoregressive madel in differences, ave
biased as well. However, beeanse the roots of the DS model are distont fiom the uait circle, the binses
in the BS model coefficients were small and inconsequontial for the analysis.
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TaBLE 8
SMALL-SAMPLE BIAS OF OLS ESTIMATE OF AR{1) MODEL?

g median () prob (p; = p1)
0.70 0.676 0.333
0.72 0.695 0.325
.74 0.715 0.315
0.76 0.735 0.306
0.78 0.754 0.296
0.80 0.773 0.286
0.82 0.792 0.273
0.84 0.810 0.257
0.86 - 0.829 0.240
0.88 0.847 0.221
0.90 0.864 0.194
0.92 0.880 0.158
(.94 0.893 0.117
0.96 0,902 0.066
0.98 0.906 (.022
1.00 0.910 0.005
1.02 0.991 0.088

2 Column 2 provides the median QLS estimate of p, in the regression y, = e + % + py,— +
£y, while column 3 gives the proportion of estimates that are greater than or equal to p;. These are
based on 10,000 samples of size 100 generated from v, = pyy,—y + & with normal disturbances
and o, = 0.1 and an initial condition of zero,

prorounced for vatues of p; that are just less than one.? The third column of Table
8 gives the probability of obtaining an OLS estimate equal to or greater than p;;
these probabilities also indicate that a given estimate is more likely to be below
rather than above the true value of the auteregressive parameter.

Based on Table 8, it is likely that the methodology of Sections 4 and 5 would
employ a TS model (when & = 1) that incorporated an estimate of py that is lower
than the true value of p;. A more plausible TS modet of the data-generating process
would correct for this downward small-sample bias.?' | define the “‘median-
unbiased’” TS model as the one that, across repeated simulations, has a median
OL.S estimate of each paramelter that is equivalent to the actual sample estimate of
that parameter. Formally, let the vector of median-unbiased TS model coefficients
be denoted as @yug = (1, ¥, 01, --- » px); across repeated samples the median OLS
estimates of these coefficients is median ($yyg). Let &, be the vector of OLS
parameters estimated from the data sample under consideration (which formed the
parameters of the TS data-generating processes in Table 2). The vector ®yyg is

20 ‘I'he distribution of p, is negatively skewed, so the median is a better measure of central tendency
than the mean: T use the term *bias’ in this paper to denote the deviation of the median from the true
value.

21 Several bias corrections have been proposed for the QLS estimates of the antoregressive model.
For example, Orcutt and Winokur (196%) and Rudebusch (1993} recommend mean-unbiased estimators,
and Andrews (19909, independently of the present paper. proposes a median-unbiased one. The simulation
strategy pursued betow can approximate these estimators to any desired depree of accuracy. One
advantage to median-unbiased estimates of the parameters is that they imply a median-unbiased estimate
of the comulative impulse response {(which is a nonlinear function of the parameters), This property does
not hold for mean-unbiased estimates.

Copyright ©® 2001. All Rights Reseved.
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TARBLE 9
MEDIAN-UNBIASED TS MODEL COEFFICIENTS®

Series Const, t Yoy ¥y o2 Y3 ¥io4
Real GNP 507 0035 1.296 —.39%
Nominal GNP 657 0031 1.449 -.503
Real GNP, p.c. 882 0023 1.276 -394
Industrial Prod.® 094 0033 976 -.127 072 —.08C
Employment 1.043 0015 1.323 —.508 083
Unemployment 402 - 0002 1,136 —.592 456 -.221
GNP Deflator 110 0008 1.421 --.453
Consumer Prices 039 0004 1.688 —.984 360 -0
Wages 186 0011 1.538 872 108
Real Wages 292 0020 1.144 231
Money Stock {096 (0032 1.616 —.566%
Velocity -.025 0003 .99s
Stock Prices 026 010 1.269 446 151

% When simulated 1000 times. these models have median OLS parameter estimates egual to
those of the corresponding TS models in Table 2.
b The coeflicients on the fifth and sixth lags are —.184 and 262, respectively.

defined by the equality of median (®yy¢) and @, that is, the median-unbiased
model has median QLS parameter estimates equal to the sample estimates.

For multi-parameter models, finding $yyg is complicated by the covariance
among estimated parameters. This problem can be solved by repeated simulations
of a baseline model where each baseline mode! coefficient is changed by a fraction
of the differcnce between the resulting median estimate of that coefficient and the
actual sample value. Convergence occurs when all of the median estinates match
the sample ones. Table 9 presents the coefficients of these median-unbiased TS
models for each of the series.??

What are the consequences of using the median-unbiused TS model coefficients
for inference about unit roots? Examination of the AR(l) case in Table 8 is
instructive; the median-unbiased estimate of p; will be closer to one than the QLS
estimate (assuning g < 1). Thus, the median-unbiased model will exhibit z greater
persistence of shocks than the uncorrected model;2 thus, in economic terms, the
median-unbiased mode! will behave more like the DS model. On the other hand. the
median-unbiased TS model will be even harder to distinguish from the DS mode!
using unit roct tests; that is, the power of the unit root tests will even be lower
against the median-unbiased alternative.

These two results—higher persistence and lower power—usually generalize to
the higher-order median-unbiased models as well. The cumulative imrulse re-
sponse of the median-unbiased mode! is shown in Table 10 for each series. The

22 70 be precise, when 1000 samples are generated from the moedels in Table 9 (of size equal to the
sample data size of the series given in footnote 14) the diffurcnce between the wedian OLS estimate for
each coefficient and the sample OLS estimate {given in Table 23 is less than 001 (except for the time
cocfficient when it was less than .G001). The disturbances for the simulations are generated from a nermal
distribution with standard eivor cqual to the OLS estimaie of the regression standard error (given for cach
series in Table 2). Letting this standard error be a frec parameter along with the other coefficients led to
gualiratively identical results.

 For an AR(1), ¢, = pf, so the cumulative impulse response is higher at all horizons.

e Copvriaht © 2001 All Rights. Reseved, .. .
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TABLE 10
CUMULATIVE IMPULSE RESPONSES OF MEDIAN-UNBIASED TS5 MODELS

Horizon (years)

Series 1 2 3 4 5 10 15 30
Real GNP 1.30 1.28 1.15 98 81 28 .09 .00
Nominal GNP 1.45 1.60 1.59 1.49 1.37 75 38 .05
Real GNP, p.c. 1.28 1.24 1.07 .89 Tl 19 .05 00
Industrial Prod. .98 83 15 62 31 42 .24 12
Employment 1.32 1.24 1.06 .88 3 .30 13 .01
Unemployment 1.13 .69 56 52 32 —-.02 -.01 00
GNP Deflator 1.42 1.57 1.58 1.54 1.47 1.10 .81 32
Consumer Prices 1.69 1.87 1.85 1.81 1.78 1.54 1.31 82
Wages 1.54 1.6% 1.68 1.61 1.53 1.18 92 43
Real Wages 1.14 1.08 97 .86 .76 41 22 .03
Moncy Stock 1.62 1.94 2.06 2.03 1.90 86 20 -.02
Velocity 1.00 .99 99 .98 .98 95 93 .86
Stock Prices 1.27 1.16 1.07 1.04 1.04 95 .86 .65

responses of these models display greater persistence for each series than the
responses of the uncorrected OLS TS models shown in Table 4. For example, the
median-unbiased TS model of real GNP has a cumulative impulse response at a
horizon of ten years (c;q) of .28 as compared to the zero response for the
uncorrected model. However, for about half of the series, the median-unbiased TS
alternative still has much less persistence than the DS model. In particular, for the
real series (real GNP, real GNP per capita, industrial production, employment,
unemployment, and real wages), reversion to trend is fairly rapid {c o is well below
0.5). The median-unbiased TS models for the remaining nominal series show
considerably more persistence; indeed, for velocity and stock prices, the median-
unbiased TS model is virtually indistinguishable from the DS model.

Finally, from repeated simulations of the median-unbiased TS models, Table 11

TABLE t1
PROBABILITIES OF SAMPLE TEST STATISTICS FROM MEDIAN-UNBIASED T5 MODELS

Scries p-value (%) p-value (Z,)
Real GNP 587 458
Noming] GNP 300 223
Real GNP, p.c. S04 409
Industrial Prod. 547 623
Employment 227 159
Unemployment 505 441
GNP Deflator 704 807
Consumer Prices 397 358
Wages 457 500
Real Wages 692 .607
Money Stock 536 588
Veloeity 394 310
Stock Prices 468 347
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provides the p-values of the samp!e values of the unit root lest statistics.? For each
series, the p-values of 4, and Z, are quite large and provide no avidence against the
TS alternative. For cach nominal series, the tack of evidence is not surprising
because the median-unbiased alternative is so similar in ecenomic terins to the DS
model. However, for the real series, Table 11 reinforces the conclusion of Section
4 that there are plausible TS alternatives that are different from DS modzls in
economic terms but which cannot be identified by unit root tests.

6. CONCLUSION

Until about a decade ago, economists were in broad agreement that macroece-
nomic variables were trend stationary: as a prominent example, the business cycle
fluctuations of real output were treated as stationary deviations from a steadily
growing trend. 'T'his general agreement was shatiered by Nelson and Plosser (1982),
and a new conscnsus was formed that macroeconomic variables were best modeiad
as difference stationary. The evidence above indicates that, at least for real
macroecononmic variables, this new consensus has no firmer statistical foundation
than the one it replaced. The Nelson and Plosser sample of data dees not suppoit
the proposition that unit roots are a pervasive element in real macroeconomic time
series.2® The unit root tests employed by Nelson and Plosser display low power, not
against TS alternatives with a “‘root arbitrarily close to unity,”” but against plausible
TS models estimated from the data. Furthermore, if the alternative TS model is
true, the DS model does not provide a good approximation foi even medium-term
dynamic responses. For each nominal time series, the evidence is more ambiguous
becaunsc the most plausible alternative TS model displays substantial persistence;
however, in light of the impulse response of this TS model, ar appropriate
confidence interval around an estimate of medivm-term persistence is much larger
than the one suggested by conditioning on the DS model alone.?

The above analysis can be fruitfully contrasted with two other recent papers in
this area. My results were obtained even though I limited the class of models under
consideration to AR(k) processes with specific and known 4. Variation in the order
of the model will likely lead to variation in the relative probahilities of the DS and
TS models; thus, uncertainty about the underlying model would caly add to the
uncertainty about unit roots. This conjecture is supported by Christiano and
Eichenbaum (1990) who examineg a variety of ARMA representations for postwar
U.S. real GNP. They argue that imposing the TS constraint that .. = 0 leads to
only small differences in likelihood and that errors in specifying the order of the

 The simulation methodology was the same as described in Sections 3 and 4, with initial conditions
equal to the first k observations for cach series. However, the disturbances were drawn from noiimal
distributions instead of bootstrapping. but #s noted in footnote 12, this change should have negligible
effect.

I Further gvidence on this issue for real GNP (where the Mclson and Plosser data are of dubious
origin} is given in Rudebusch (1993) using a sample of postwar quarterly duta.

% This suggests the importance of measuring the confidence intervals for estimates of persistence
without conditioning on the TS or DS model. Diebold and Rudebusch (1989b) provide a {irst step in this
direction using a model of fractional integration.
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model can greatly affect these differences and hence affect the inference about unit
roots.??

Delong, Nankervis, Savin, and Whiteman (1989) provide a complementary
investigation of the power of unit root tests against a comprehensive armray of
first-order autoregressive alternatives (at the nominal 5 percent significance level).
Their conclusion also stresses the difficulty of detecting a TS process. My analysis
differs from their work in that it fecuses on specific, but arguably the most refevant,
higher-order null and alternative models and provides an assessment of power at
the most relevant significance level (the empirical marginal significance level of the
DS model}. Mere importantly, however, my analysis goes beyond a study of power
and contrasts the persistence properties of the relevant TS and DS models.

In sum, the evidence in this paper and in other recent work suggests that a new
consensus should be formed that stresses the difficulty of knowing anything about
the existence of unit roots in macroeconomic time series. This recommends careful
scrutiny of all macroeconometric results for possible sensitivity to the modeling of
the trend component. An example of this sensitivity is given by Shapiro and
Watson (1988}, who provide two sets of estimates of their model under determin-
istic and stochastic detrending that have very different implications about the
source of macroeconomic fluctuations.

Board of Governors of the Federal Reserve Svstem, U.5.A.
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